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Preface

There has been a flurry of activity in recent years in the loosely defined area of holo-
morphic spaces. This book discusses the most well-known and widely used spaces of
holomorphic functions in the unit ball of Cn: Bergman spaces, Hardy spaces, Besov
spaces, Lipschitz spaces, BMOA, and the Bloch space.

The theme of the book is very simple. For each scale of spaces, I discuss integral
representations, characterizations in terms of various derivatives, atomic decomposi-
tion, complex interpolation, and duality. Very few other properties are discussed.

I chose the unit ball as the setting because most results can be achieved there
using straightforward formulas without much fuss. In fact, most of the results pre-
sented in the book are based on the explicit form of the Bergman and Cauchy-Szëgo
kernels. The book can be read comfortably by anyone familiar with single variable
complex analysis; no prerequisite on several complex variables is required.

Few of the results in the book are new, but most of the proofs are originally
constructed and considerably simpler than the existing ones in the literature. There
is some obvious overlap between this book and Walter Rudin’s classic “Function
Theory in the Unit Ball of Cn”. But the overlap is not substantial, and it is my hope
that the two books will complement each other.

The book is essentially self-contained, with two exceptions worth mentioning.
First, the existence of boundary values for functions in the Hardy spaces Hp is proved
only for p ≥ 1; a full proof can be found in Rudin’s book. Second, the complex
interpolation between the Hardy spaces H1 and Hp (or BMOA) is not proved; a full
proof requires more real variable techniques.

The exercises at the end of each chapter vary greatly in the level of difficulty.
Some of them are simple applications of the main theorems, some are obvious gen-
eralizations or variations, while others are difficult results that complement the main
text. In the latter case, at least one reference is provided for the reader.

I apologize in advance for any misrepresentation in the short sections entitled
“Notes”, for any omission of significant references, and for having not included one
or several of your favorite theorems. I did not even try to compile a comprehensive
bibliography.



VIII Preface

The topics chosen for the book, and the way they are organized, reflect entirely
my own taste, preference/prejudice, and research/teaching experience. Among the
topics that I thought about seriously but eventually decided not to include are the
so-called Arveson space, the so-called Qp spaces, and general holomorphic Sobolev
spaces. Of course, the Bergman spaces, the Bloch space, the holomorphic Besov
spaces, and the holomorphic Lipschitz spaces can all be considered special cases
of a more general family of holomorphic Sobolev spaces. It appears to me that the
relatively elegant treatment of these special cases is more interesting and appealing
than an otherwise more cumbersome presentation of an exhaustive class of functions.

During the preparation of the manuscript I received help and advice from Boo
Rim Choe, Joe Cima, Richard Rochberg, and Jie Xiao. It is my pleasure to record
my thanks to them here. I am particularly grateful to Ruhan Zhao, who read a prelim-
inary version of the entire manuscript and caught numerous misprints and mistakes.
My family—Peijia, Peter, and Michael—provided me with love, understanding, and
blocks of uninterrupted time that is necessary for the completion of any mathematical
project.

Albany, June 2004 Kehe Zhu
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1

Preliminaries

In this chapter we set the stage and discuss the basic properties of the unit ball. Sev-
eral results and techniques of this chapter will be used repeatedly in later chapters.
These include the change of variables formula, the fractional differential and integral
operators, the basic integral estimate of the kernel functions (Theorem 1.12), and the
Marcinkiewicz interpolation theorem. Also, the radial derivative, the invariant Lapla-
cian, the automorphism group, and the Bergman metric are essential concepts for the
rest of the book.

1.1 Holomorphic Functions

Let C denote the set of complex numbers. Throughout the book we fix a positive
integer n and let

C
n = C × · · · × C

denote the Euclidean space of complex dimension n. Addition, scalar multiplication,
and conjugation are defined on Cn componentwise. For

z = (z1, · · · , zn), w = (w1, · · · , wn),

in Cn, we define
〈z, w〉 = z1w1 + · · · + znwn,

where wk is the complex conjugate of wk. We also write

|z| =
√
〈z, z〉 =

√
|z1|2 + · · · + |zn|2.

The space Cn becomes an n-dimensional Hilbert space when endowed with the
inner product above. The standard basis for Cn consists of the following vectors:

e1 = (1, 0, 0, · · · , 0), e2 = (0, 1, 0, · · · , 0), · · · , en = (0, 0, · · · , 0, 1).
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Via this basis we will identify the linear transformations of Cn with n × n matrices
whose entries are complex numbers. Another vector in Cn that we often use is the
zero vector,

0 = (0, 0, · · · , 0).

The reader should have no problem accepting this slightly confusing notation.
The open unit ball in Cn is the set

Bn = {z ∈ C
n : |z| < 1}.

The boundary of Bn will be denoted by Sn and is called the unit sphere in C
n. Thus

Sn = {z ∈ C
n : |z| = 1}.

Occasionally, we will also need the closed unit ball

Bn = {z ∈ C
n : |z| ≤ 1} = Bn ∪ Sn.

The definition of holomorphic functions in several complex variables is more
subtle than the one variable case, namely, several natural definitions exist and they
all turn out to be equivalent. We will freely use these classical definitions but will not
attempt to prove their mutual equivalence. Text books such as [61] or [89] all contain
the necessary proofs.

Perhaps the most elementary definition of holomorphic functions in Bn is via
complex partial derivatives. Thus a function f : Bn → C is said to be holomorphic
in Bn if for every point z ∈ Bn and for every k ∈ {1, 2, · · · , n} the limit

lim
λ→0

f(z + λek) − f(z)
λ

exists (and is finite), where λ ∈ C. When f is holomorphic in Bn, we use the notation

∂f

∂zk
(z)

to denote the above limit and call it the partial derivative of f with respect to zk.
Equivalently, a function f : Bn → C is holomorphic if

f(z) =
∑
m

amzm, z ∈ Bn.

Here the summation is over all multi-indexes

m = (m1, · · · , mn),

where each mk is a nonnegative integer and

zm = zm1
1 · · · zmn

n .
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The series above is called the Taylor series of f at the origin; it converges absolutely
and uniformly on each of the sets

rBn = {z ∈ C
n : |z| ≤ r}, 0 < r < 1.

If we let
fk(z) =

∑
|m|=k

amzm

for each k ≥ 0, where
|m| = m1 + · · · + mn,

then the Taylor series of f can be rewritten as

f(z) =
∞∑

k=0

fk(z).

This is called the homogeneous expansion of f ; each fk is a homogeneous polyno-
mial of degree k. Both the Taylor series and the homogeneous expansion of f are
uniquely determined by f .

When a function f : Bn → C is holomorphic, all higher order partial deriva-
tives exist and are still holomorphic. For a multi-index m = (m1, · · · , mn) we will
employ the notation

∂mf =
∂mf

∂zm
=

∂|m|f
∂zm1

1 · · ·∂zmn
n

.

Another common notation we adopt for a multi-index m is the following:

m! = m1! · · ·mn!.

In particular, we have the multi-nomial formula

(z1 + · · · + zn)N =
∑

|m|=N

N !
m!

zm. (1.1)

The space of all holomorphic functions in Bn will be denoted by H(Bn). We use
H∞(Bn), or simply H∞, to denote the space of all bounded holomorphic functions
in Bn. The ball algebra, denoted by A(Bn), consists of all functions in H(Bn) that
are continuous up to the boundary Sn.

1.2 The Automorphism Group

A mapping F : Bn → C
N , where N is a positive integer, is given by N functions as

follows:
F (z) = (f1(z), · · · , fN (z)), z ∈ Bn.

We say that F is a holomorphic mapping if each fk is holomorphic in Bn.
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It is clear that any holomorphic mapping F : Bn → CN has a Taylor type
expansion

F (z) =
∑

amzm,

where m = (m1, · · · , mn) is a multi-index of nonnegative integers and each am

belongs to CN . Similarly, F admits a homogeneous expansion

F (z) =
∞∑

k=0

Fk(z),

where all N component functions of each Fk are homogeneous polynomials of de-
gree k.

For a holomorphic mapping

F (z) = (f1(z), · · · , fN (z)),

it will be convenient for us to write

F ′(z) =
(

∂fi

∂zj
(z)
)

N×n

=

⎛⎜⎜⎜⎝
∂f1

∂z1
· · · ∂f1

∂zn· · · · · · · · ·
∂fN

∂z1
· · · ∂fN

∂zn

⎞⎟⎟⎟⎠ .

Thus the homogeneous expansion of F begins as follows:

F (z) = F (0) + F ′(0)z + · · · .

Here we think of the term F ′(0)z as the matrix F ′(0) times the column vector z in
Cn.

A mapping F : Bn → Bn is said to be bi-holomorphic if

(1) F is one-to-one and onto.
(2) F is holomorphic.
(3) F−1 is holomorphic.

The automorphism group of Bn, denoted by Aut(Bn), consists of all bi-holomorphic
mappings of Bn. It is clear that Aut(Bn) is a group with composition being the group
operation. Traditionally, bi-holomorphic mappings are also called automorphisms.

One class of automorphisms is easy to describe. Recall that Cn is a Hilbert space
of complex dimension n. Thus every unitary mapping of Cn is an automorphism of
Bn. Relative to the basis {e1, · · · , en}, every n × n unitary matrix U is an automor-
phism. The following lemma shows that the unitary transformations are exactly the
automorphisms that leave the origin of Cn fixed.

Lemma 1.1. An automorphism ϕ of Bn is a unitary transformation of Cn if and only
if ϕ(0) = 0.
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Proof. Assume that ϕ is an automorphism of Bn with ϕ(0) = 0. Fix any complex
number λ with |λ| = 1 and consider the holomorphic mapping F : Bn → Bn defined
by

F (z) = ϕ−1(λ ϕ(λz)), z ∈ Bn.

Clearly, F (0) = 0, and F ′(0) is the n × n identity matrix. If F is not the identity
mapping of Bn, then the homogeneous expansion of F can be written as

F (z) = z +
∞∑

k=l

Fk(z),

where l ≥ 2 and Fl(z) is not zero. If we compose F with itself N times, then the
resulting homogeneous expansion is

F ◦ F ◦ · · · ◦ F (z) = z + NFl(z) + · · · ,
where the omitted terms consist of polynomials of degree greater than l. Letting
N → ∞ clearly leads to Fl = 0, which contradicts the earlier assumption that
Fl 
= 0. This shows that F (z) = z, or ϕ(λz) = λϕ(z) for all z ∈ Bn. This in
turn implies that the homogeneous expansion of ϕ consists of the linear term alone,
namely, ϕ is a linear transformation. Since ϕ maps Bn onto itself, we conclude that
ϕ must be a unitary transformation. ��

Another class of automorphisms consists of symmetries of Bn, which are also
called involutive automorphisms or involutions. Thus for any point a ∈ Bn − {0}
we define

ϕa(z) =
a − Pa(z) − saQa(z)

1 − 〈z, a〉 , z ∈ Bn, (1.2)

where sa =
√

1 − |a|2, Pa is the orthogonal projection from Cn onto the one di-
mensional subspace [a] generated by a, and Qa is the orthogonal projection from Cn

onto Cn 
 [a]. It is clear that

Pa(z) =
〈z, a〉
|a|2 a, z ∈ C

n, (1.3)

and

Qa(z) = z − 〈z, a〉
|a|2 a, z ∈ Bn. (1.4)

When a = 0, we simply define ϕa(z) = −z. It is obvious that each ϕa is a holomor-
phic mapping from Bn into Cn.

Lemma 1.2. For each a ∈ Bn the mapping ϕa satisfies

1 − |ϕa(z)|2 =
(1 − |a|2)(1 − |z|2)

|1 − 〈z, a〉|2 , z ∈ Bn, (1.5)

and
ϕa ◦ ϕa(z) = z, z ∈ Bn. (1.6)

In particular, each ϕa is an automorphism of Bn that interchanges the points 0 and
a.
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Proof. The case a = 0 is obvious. So we assume that a 
= 0.
Since a − Pa(z) and Qa(z) are perpendicular in Cn, we have

|a − Pa(z) − saQa(z)|2 = |a − Pa(z)|2 + (1 − |a|2)|Qa(z)|2

= |a|2 − 2Re 〈Pa(z), a〉 + |Pa(z)|2

+ (1 − |a|2)(|z|2 − |Pa(z)|2).

Manipulating the above expression using the facts that

|a|2|Pa(z)|2 = |〈z, a〉|2, 〈Pa(z), a〉 = 〈z, a〉,

we obtain

|a − Pa(z) − saQa(z)|2 = |1 − 〈z, a〉|2 − (1 − |a|2)(1 − |z|2),

which clearly leads to

1 − |ϕa(z)|2 =
(1 − |a|2)(1 − |z|2)

|1 − 〈z, a〉|2 .

In particular, we conclude that each ϕa is a holomorphic map from Bn into itself.
To prove the involutive property of ϕa, we first verify that

1 − 〈ϕa(z), a〉 =
1 − |a|2

1 − 〈z, a〉 ,

and

Pa(ϕa(z)) =
a

|a|2 · |a|
2 − 〈z, a〉

1 − 〈z, a〉 .

Then a few lines of elementary calculations show that ϕa ◦ϕa(z) = z for all z ∈ Bn.
This clearly implies that the mapping ϕa is invertible on Bn and its inverse is itself.
In particular, its inverse is holomorphic, and so ϕa is an automorphism.

The properties that
ϕa(0) = a, ϕa(a) = 0,

follow easily from the definition of ϕa. ��
When identity (1.5) in the preceding lemma is polarized, the result is the follow-

ing formula.

Lemma 1.3. Suppose a ∈ Bn. Then

1 − 〈ϕa(z), ϕa(w)〉 =
(1 − 〈a, a〉)(1 − 〈z, w〉)
(1 − 〈z, a〉)(1 − 〈a, w〉) (1.7)

for all z and w on the closed unit ball Bn.
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The property ϕa ◦ ϕa(z) = z justifies the use of the term “involution” for ϕa. It
turns out that the unitaries and the involutions generate the whole group Aut(Bn).

Theorem 1.4. Every automorphism ϕ of Bn is of the form

ϕ = Uϕa = ϕbV,

where U and V are unitary transformations of C
n, and ϕa and ϕb are involutions.

Proof. Suppose ϕ ∈ Aut(Bn) and a = ϕ−1(0). Then the automorphism ψ = ϕ◦ϕa

satisfies ψ(0) = 0. By Lemma 1.1, there exists a unitary transformation U of C
n such

that U = ϕ◦ϕa. Since ϕa is involutive, this gives ϕ = Uϕa. The other representation
can be proved similarly. ��
Corollary 1.5. Every ϕ in Aut(Bn) extends to a homeomorphism of Sn.

Proof. It is obvious that every unitary transformation in Aut(Bn) induces a homeo-
morphism of Sn. By Lemma 1.2, every involution ϕa also extends to a homeomor-
phism on Sn. ��

Given ϕ ∈ Aut(Bn), we use JCϕ(z) to denote the determinant of the complex
n × n matrix ϕ′(z) and call it the complex Jacobian of ϕ at z. If we identify Bn

(in the natural way) with the unit ball in the 2n-dimensional real Euclidean space
R2n, then the mapping ϕ induces a real Jacobian determinant which we denote by
JRϕ(z). It is well known that

JRϕ(z) = |JCϕ(z)|2 (1.8)

for all z ∈ Bn; see [61].

Lemma 1.6. If we identify linear transformations of Cn with n × n matrices via the
standard basis of Cn, then for every a ∈ Bn − {0} we have

ϕ′
a(0) = −(1 − |a|2)Pa −

√
1 − |a|2 Qa, (1.9)

and

ϕ′
a(a) = − Pa

1 − |a|2 − Qa√
1 − |a|2 . (1.10)

Proof. For any a ∈ Bn, a 
= 0, we can write

ϕa(z) =
(
a − Pa(z) − saQa(z)

) ∞∑
k=0

〈z, a〉k

= a + a〈z, a〉 − (Pa + saQa)(z) + O(|z|2)
= a − s2

aPa(z) − saQa(z) + O(|z|2)
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for z ∈ Bn, where sa =
√

1 − |a|2. If we identify linear transformations of Cn with
n × n matrices via the standard basis of Cn, then the above shows that

ϕ′
a(0) = −s2

aPa − saQa.

Similarly, a calculation using

ϕa(a + h) =
−Pa(h) − saQa(h)

s2
a − 〈h, a〉

shows that

ϕ′
a(a) = − 1

s2
a

Pa − 1
sa

Qa.

��
Lemma 1.7. For each ϕ ∈ Aut(Bn) we have

JRϕ(z) =
(

1 − |a|2
|1 − 〈z, a〉|2

)n+1

, (1.11)

where a = ϕ−1(0).

Proof. For any fixed a and z in Bn with a 
= 0, we let w = ϕa(z) and consider the
automorphism

U = ϕw ◦ ϕa ◦ ϕz.

Since U(0) = 0, Lemma 1.1 shows that U is a unitary. Rewrite ϕa = ϕw ◦ U ◦ ϕz

and apply the chain rule. We obtain

ϕ′
a(z) = ϕ′

w(0)Uϕ′
z(z),

and so
JCϕa(z) = det(ϕ′

w(0)) det(ϕ′
z(z)).

By (1.9), the linear transformation ϕ′
w(0) has a one-dimensional eigenspace with

eigenvalue −(1 − |w|2) and an (n − 1)-dimensional eigenspace with eigenvalue
−√1 − |w|2; so its determinant equals (−1)n(1− |w|2)(n+1)/2. This, together with
a similar computation of the determinant of ϕ′

z(z) using (1.10), shows that

JRϕa(z) = |JCϕa(z)|2 =
(

1 − |w|2
1 − |z|2

)n+1

.

An application of (1.5) then gives

JRϕa(z) =
(

1 − |a|2
|1 − 〈z, a〉|

)n+1

.

Every ϕ ∈ Aut(Bn) can be written as ϕ = Uϕa, where a = ϕ−1(0). The
general case follows from the special case obtained in the previous paragraph. ��
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1.3 Lebesgue Spaces

Most spaces considered in the book will be defined in terms Lp integrals of the
function or its derivatives. The measures we use in these integrals are based on the
volume measure on the unit ball or the surface measure on the unit sphere.

We let dv denote the volume measure on Bn, normalized so that v(Bn) = 1.
The surface measure on Sn will be denoted by dσ. Once again, we normalize σ so
that σ(Sn) = 1. The normalizing constants, namely, the actual volume of Bn and
the actual surface area of Sn, are not important to us, although their values will be
determined as a by-product of the proof of Lemma 1.11 later in this section.

Lemma 1.8. The measures v and σ are related by∫
Bn

f(z) dv(z) = 2n

∫ 1

0

r2n−1 dr

∫
Sn

f(rζ) dσ(ζ).

Proof. Let dV = dx1 dy1 · · · dxn dyn be the actual Lebesgue measure in Cn (before
normalization), where we identify each zk with xk + iyk. Similarly, let dS be the
surface measure on Sn before normalization. Then the Euclidean volume of the solid
determined by dS in Sn, r > 0, and r + dr, is given by

dV =
dS

S(1)
(V (r + dr) − V (r)) .

Here, for r > 0, V (r) is the actual volume of the ball

|z1|2 + · · · + |zn|2 < r2,

and S(r) is the actual surface area of the sphere

|z1|2 + · · · + |zn|2 = r2.

From the change of variables zk = rwk , 1 ≤ k ≤ n, we obtain

V (r) =
∫
|z1|2+···+|zn|2<r2

dV (z) = r2nV (1).

It follows that

dV =
V (1)
S(1)

(
(r + dr)2n − r2n

)
dS.

Omitting powers of dr with exponents greater than 1, we get

dV =
V (1)
S(1)

2nr2n−1 dr dS,

or
dv = 2nr2n−1 dr dσ.

��
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Lemma 1.8 will be referred to as integration in polar coordinates. The next
lemma deals with integration on Sn of functions of fewer variables.

Lemma 1.9. Suppose f is a function on Sn that depends only on z1, · · · , zk, where
1 ≤ k < n. Then f can be regarded as defined on Bk and∫

Sn

f dσ =
(

n − 1
k

)∫
Bk

(1 − |w|2)n−k−1f(w) dvk(w),

where Bk is the open unit ball in Ck and dvk is the normalized volume measure on
Bk.

Proof. For the purpose of this proof let Pk denote the orthogonal projection from Cn

onto C
k. Then ∫

Sn

f dσ =
∫

Sn

f ◦ Pk dσ.

By an approximation argument, it suffices for us to prove the result when f is con-
tinuous in Ck and has support in r0Bk, where r0 is some constant in (0, 1). Fix such
an f and consider the integrals

I(r) =
∫

rBn

f ◦ Pk dv, 0 < r < ∞.

We integrate in polar coordinates to get

I(r) = 2n

∫ r

0

t2n−1 dt

∫
Sn

f ◦ Pk(tζ) dσ(ζ).

We then differentiate this to obtain

I ′(1) = 2n

∫
Sn

f ◦ Pk dσ.

On the other hand, an application of Fubini’s theorem shows that

I(r) = c

∫
Bk

(r2 − |w|2)n−kf(w) dvk(w),

where r > r0 and c is a certain constant depending on the normalization of dv and
dvk. Differentiation then gives

I ′(1) = 2c(n − k)
∫

Bk

(1 − |w|2)n−k−1f(w) dvk(w).

Comparing this with the formula for I ′(1) in the previous paragraph, we obtain∫
Sn

f ◦ Pk dσ = c′
∫

Bk

(1 − |w|2)n−k−1f(w) dvk(w),
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where c′ is a constant independent of f . Thus the lemma is proved except for the
multiplicative constant c′.

To determine the value of c′, simply take f = 1 and compute the integral∫
Bk

(1 − |w|2)n−k−1 dvk(w)

in polar coordinates. ��
Two special situations are worth mentioning. First, if k = n − 1, then∫

Sn

f dσ =
∫

Bk

f dvk, (1.12)

because the binomial coefficient in Lemma 1.9 becomes 1 in this case. On the other
hand, if k = 1, n > 1, and f is a function of one complex variable, then for any
η ∈ Sn we have∫

Sn

f(〈ζ, η〉) dσ(ζ) = (n − 1)
∫

D

(1 − |z|2)n−2f(z) dA(z). (1.13)

This is because, by unitary invariance, we may assume that η = e1, and hence
〈ζ, η〉 = ζ1.

We will also need to use the following formulas for integration on the unit
sphere, the first of which is called integration by slices, and the second generalizes
Lemma 1.9.

Lemma 1.10. For f ∈ L1(Sn, dσ) we have∫
Sn

f dσ =
∫

Sn

dσ(ζ)
1
2π

∫ 2π

0

f(eiθζ) dθ, (1.14)

and if 1 < k < n, then∫
Sn

f dσ = c

∫
Bk

(1 − |z|2)α dvk(z)
∫

Sn−k

f(z,
√

1 − |z|2 η) dσn−k(η), (1.15)

where c =
(

n − 1
k

)
and α = n − k − 1.

Proof. It is obvious that ∫
Sn

f dσ =
∫

Sn

f(eiθζ) dσ(ζ)

for all 0 ≤ θ ≤ 2π. Integrate with respect to θ ∈ [0, 2π] and apply Fubini’s theorem.
We then obtain (1.14), the formula of integration by slices.

If we write ζ = (ζ′, ζ′′), where ζ′ ∈ Ck and ζ′′ ∈ Cn−k, then
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Sn

f(ζ) dσ(ζ) =
∫

Sn

f(ζ′, ζ′′) dσ(ζ).

By the unitary invariance of σ, we have∫
Sn

f(ζ) dσ(ζ) =
∫

Sn

f(ζ′,
√

1 − |ζ′|2 η) dσ(ζ),

where η is any fixed point on Sn−k. Integrating over η ∈ Sn−k and applying Fubini’s
theorem, we obtain∫

Sn

f(ζ) dσ(ζ) =
∫

Sn

dσ(ζ)
∫

Sn−k

f(ζ′,
√

1 − |ζ′|2 η) dσn−k(η).

The inner integral above defines a function that only depends on the first k variables.
Therefore, we can apply Lemma 1.9 to get∫

Sn

f dσ = c

∫
Bk

(1 − |z|2)α dvk(z)
∫

Sn−k

f(z,
√

1 − |z|2 η) dσn−k(η),

which completes the proof of the lemma. ��
One special case of (1.15) is especially useful, namely, if k = n − 1, we have∫

Sn

f dσ =
∫

Bn−1

dvn−1(z)
1
2π

∫ 2π

0

f(z,
√

1 − |z|2 eiθ) dθ.

In the proof of Lemma 1.10 we used the obvious fact that both v and σ are invari-
ant under unitary transformations. More specifically, if U is a unitary transformation
of Cn, then ∫

Bn

f(Uz) dv(z) =
∫

Bn

f(z) dv(z) (1.16)

and ∫
Sn

g(Uζ) dσ(ζ) =
∫

Sn

g(ζ) dσ(ζ). (1.17)

These equations are also referred to as the rotation invariance of v and σ, respectively.
We will also need a class of weighted volume measures on Bn. Observe that if α

is a real parameter, then integration in polar coordinates shows that the integral∫
Bn

(1 − |z|2)α dv(z)

is finite if and only if α > −1. When α > −1, we define a finite measure dvα on Bn

by
dvα(z) = cα(1 − |z|2)α dv(z), (1.18)

where cα is a normalizing constant so that vα(Bn) = 1. Using polar coordinates, we
easily calculate that
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cα =
Γ(n + α + 1)
n! Γ(α + 1)

. (1.19)

When α ≤ −1, we simply write

dvα(z) = (1 − |z|2)α dv(z).

All the measures dvα, −∞ < α < ∞, are also unitarily invariant (or rotation invari-
ant), that is, ∫

Bn

f(Uz) dvα(z) =
∫

Bn

f(z) dvα(z) (1.20)

for all f ∈ L1(Bn, dvα) and all unitary transformations U of Cn.
As a consequence of the rotation invariance under Uz = zeiθ, we easily check

that if m and l are multi-indexes of nonnegative integers with m 
= l, then∫
Sn

ζm ζl dσ(ζ) = 0,

∫
Bn

zm zl dvα(z) = 0, (1.21)

where α > −1. When m = l, we have the following formulas.

Lemma 1.11. Suppose m = (m1, · · · , mn) is a multi-index of nonnegative integers
and α > −1. Then ∫

Sn

|ζm|2 dσ(ζ) =
(n − 1)! m!

(n − 1 + |m|)! , (1.22)

and ∫
Bn

|zm|2 dvα(z) =
m! Γ(n + α + 1)

Γ(n + |m| + α + 1)
. (1.23)

Proof. We identify Cn with R2n using the real and imaginary parts of a complex
number, and denote the usual Lebesgue measure on Cn by dV . If the Euclidean
volume of Bn is cn, then cndv = dV .

We evaluate the integral

I =
∫

Cn

|zm|2e−|z|2 dV (z)

by two different methods. First, Fubini’s theorem gives

I =
n∏

k=1

∫
R2

(x2 + y2)mke−(x2+y2) dx dy

= πn
n∏

k=1

∫ ∞

0

rmke−r dr

= πnm!.

Then, integration in polar coordinates gives
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I = 2ncn

∫ ∞

0

r2|m|+2n−1e−r2
dr

∫
Sn

|ζm|2 dσ(ζ)

= ncn(|m| + n − 1)!
∫

Sn

|ζm|2 dσ(ζ).

Comparing the two answers, we obtain∫
Sn

|ζm|2 dσ(ζ) =
πnm!

ncn(|m| + n − 1)!
.

Choosing m = (0, · · · , 0) gives

cn =
πn

n!
.

It follows that ∫
Sn

|ζm|2 dσ(ζ) =
(n − 1)! m!

(n − 1 + |m|)! .

Another integration in polar coordinates gives∫
Bn

|zm|2 dvα(z) = 2ncα

∫ 1

0

r2|m|+2n−1(1 − r2)α dr

∫
Sn

|ζm|2 dσ(ζ)

= ncα

∫ 1

0

r|m|+n−1(1 − r)α dr · (n − 1)! m!
(n − 1 + |m|)! .

Identity (1.23) then follows from (1.22) and the fact that∫ 1

0

rn+|m|−1(1 − r)α dr =
Γ(n + |m|)Γ(α + 1)
Γ(n + |m| + α + 1)

.

This completes the proof of the lemma. ��
As a by-product of the above proof we obtained the actual volume of Bn as

πn/n!. Therefore, the volume of the ball rBn is

V (r) =
πn

n!
r2n;

see the proof of Lemma 1.8. If we use S(r) to denote the surface measure of the
sphere rSn, then

V (r) =
∫ r

0

S(r) dr.

It follows that

S(r) = V ′(r) =
2πn

(n − 1)!
r2n−1.

In particular, the surface area of the unit sphere Sn is (2πn)/(n − 1)!.
As another consequence of Lemma 1.11 we obtain the following asymptotic es-

timates for certain important integrals on the ball and the sphere.
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Theorem 1.12. Suppose c is real and t > −1. Then the integrals

Ic(z) =
∫

Sn

dσ(ζ)
|1 − 〈z, ζ〉|n+c

, z ∈ Bn,

and

Jc,t(z) =
∫

Bn

(1 − |w|2)t dv(w)
|1 − 〈z, w〉|n+1+t+c

, z ∈ Bn,

have the following asymptotic properties.

(1) If c < 0, then Ic and Jc,t are both bounded in Bn.
(2) If c = 0, then

Ic(z) ∼ Jc,t(z) ∼ log
1

1 − |z|2
as |z| → 1−.

(3) If c > 0, then
Ic(z) ∼ Jc,t(z) ∼ (1 − |z|2)−c

as |z| → 1−.

Proof. Let λ = (n + c)/2. Then

1
|1 − 〈z, ζ〉|n+c

=

∣∣∣∣∣
∞∑

k=0

Γ(k + λ)
k! Γ(λ)

〈z, ζ〉k
∣∣∣∣∣
2

.

For any fixed z ∈ Bn, the functions 〈z, ζ〉k1 and 〈z, ζ〉k2 are orthogonal in L2(Sn, dσ)
whenever k1 
= k2. It follows that

Ic(z) =
∞∑

k=0

∣∣∣∣Γ(k + λ)
k! Γ(λ)

∣∣∣∣2 ∫
Sn

|〈z, ζ〉|2k dσ(ζ).

If z 
= 0, then we can use the unit vector z̄/|z| in Cn as the first row to construct
a unitary matrix U . Write Uζ = ζ′ and notice that the first coordinate of ζ′ is

ζ′1 = 〈ζ, z〉/|z|.
By the unitary invariance of dσ, we have∫

Sn

|〈z, ζ〉|2k dσ(ζ) = |z|2k

∫
Sn

|ζ′1|2k dσ(ζ′).

This clearly holds for z = 0 as well. An application of Lemma 1.11 then gives∫
Sn

|〈z, ζ〉|2k dσ(ζ) =
(n − 1)! k!

(n − 1 + k)!
|z|2k.

So,
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Ic(z) =
∞∑

k=0

∣∣∣∣Γ(k + λ)
k! Γ(λ)

∣∣∣∣2 (n − 1)! k!
(n − 1 + k)!

|z|2k.

According to Stirling’s formula, the coefficients of the series above are of order kc−1.
This proves the assertions about Ic(z).

To prove the assertions about Jc,t(z), we integrate in polar coordinates to obtain

Jc,t(z) = 2n

∫ 1

0

(1 − r2)tI1+t+c(rz)r2n−1 dr.

Combining this with the series for Ic(z) in the previous paragraph, integrating term
by term, and then applying Stirling’s formula, we conclude that

Jc,t(z) ∼
∞∑

k=0

kc−1|z|2k

as |z| → 1−. This completes the proof of the theorem. ��
The following change of variables formula will be very important for us later on.

Proposition 1.13. Suppose α is real and f is in L1(Bn, dvα). Then∫
Bn

f ◦ ϕ(z) dvα(z) =
∫

Bn

f(z)
(1 − |a|2)n+1+α

|1 − 〈z, a〉|2(n+1+α)
dvα(z),

where ϕ is any automorphism of Bn and a = ϕ(0).

Proof. By Theorem 1.4 there exists a unitary transformation U such that ϕ = ϕaU ,
where a = ϕ(0). Since the measure dvα is invariant under the action of unitary
transformations, we may as well assume that ϕ = ϕa. In this case, we have ϕ−1 = ϕ
and its real Jacobian determinant at the point z is given by Lemma 1.7. Since

dvα(z) = cα(1 − |z|2)α dv(z),

where cα is 1 for α ≤ −1 and is given by (1.19) for α > −1, a natural change of
variables converts the integral ∫

Bn

f ◦ ϕ(z) dvα(z)

to

cα

∫
Bn

f(z)(1 − |ϕa(z)|2)α

(
1 − |a|2

|1 − 〈z, a〉|2
)n+1

dv(z).

This along with (1.5) produces the desired result. ��
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Two special weights are of particular interest to us. The first one is α = 0. In this
case, we have∫

Bn

f ◦ ϕ(z) dv(z) =
∫

Bn

f(z)
(1 − |a|2)n+1

|1 − 〈z, a〉|2(n+1)
dv(z). (1.24)

The other weight is α = −(n + 1). In this case we denote the resulting measure
by

dτ(z) =
dv(z)

(1 − |z|2)n+1
, (1.25)

and call it the invariant measure on Bn. The usage of the term “invariant measure” is
justified by the following formula:∫

Bn

f ◦ ϕ(z) dτ(z) =
∫

Bn

f(z) dτ(z). (1.26)

In addition to the separable Lebesgue spaces Lp(Bn, dvα) and Lp(Sn, dσ), we
will also encounter the spaces L∞(Bn) and L∞(Sn). We use C(Bn) and C(Bn) to
denote the spaces of all continuous functions on Bn and Bn, respectively. The space
C0(Bn) consists of all functions in C(Bn) that vanish on the unit sphere.

1.4 Several Notions of Differentiation

In this section we discuss several different notions of differentiation on Bn. The most
basic one is of course the standard partial differentiation, namely, ∂f/∂zk.

A very important concept of differentiation on the unit ball is that of the radial
derivative, which is based on the usual partial derivatives of a holomorphic function.
Thus for a holomorphic function f in Bn we write

Rf(z) =
n∑

k=1

zk
∂f

∂zk
(z). (1.27)

A simple verification shows that if

f(z) =
∞∑

k=0

fk(z)

is the homogeneous expansion of f , then

Rf(z) =
∞∑

k=0

kfk(z) =
∞∑

k=1

kfk(z). (1.28)

This is called the radial derivative of f because

Rf(z) = lim
r→0

f(z + rz) − f(z)
r

(1.29)
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whenever f is holomorphic. Here r is a real parameter, so that z + rz is a radial
variation of the point z.

For every holomorphic function f in Bn, it is easy to see that

f(z) − f(0) =
∫ 1

0

Rf(tz)
t

dt (1.30)

for all z ∈ Bn. This formula will come in handy when we need to recover a holo-
morphic function from its radial derivative.

With the help of homogeneous expansions we can introduce a class of fractional
radial derivatives on the space H(Bn). Thus for each real parameter t we define an
operator

Rt : H(Bn) → H(Bn)

as follows:

Rtf(z) =
∞∑

k=1

ktfk(z), f(z) =
∞∑

k=0

fk(z). (1.31)

The operator Rt is clearly invertible on H(Bn)/C, with its inverse given by

Rtf(z) = R−tf(z) =
∞∑

k=1

k−tfk(z), f(z) =
∞∑

k=0

fk(z). (1.32)

If we equip the space H(Bn) with the topology of uniform convergence on compact
sets, then the operators Rt and Rt are continuous on H(Bn).

More generally, for any two real parameters α and t with the property that neither
n + α nor n + α + t is a negative integer, we define an invertible operator

Rα,t : H(Bn) → H(Bn)

as follows. If

f(z) =
∞∑

k=0

fk(z)

is the homogeneous expansion of f , then

Rα,tf(z) =
∞∑

k=0

Γ(n + 1 + α)Γ(n + 1 + k + α + t)
Γ(n + 1 + α + t)Γ(n + 1 + k + α)

fk(z). (1.33)

The inverse of Rα,t, denoted by Rα,t, is given by

Rα,tf(z) =
∞∑

k=0

Γ(n + 1 + α + t)Γ(n + 1 + k + α)
Γ(n + 1 + α)Γ(n + 1 + k + α + t)

fk(z). (1.34)

The following result gives an alternative description of these operators.
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Proposition 1.14. Suppose neither n + α nor n + α + t is a negative integer. Then
the operator Rα,t is the unique continuous linear operator on H(Bn) satisfying

Rα,t

(
1

(1 − 〈z, w〉)n+1+α

)
=

1
(1 − 〈z, w〉)n+1+α+t

(1.35)

for all w ∈ Bn. Similarly, the operator Rα,t is the unique continuous linear operator
on H(Bn) satisfying

Rα,t

(
1

(1 − 〈z, w〉)n+1+α+t

)
=

1
(1 − 〈z, w〉)n+1+α

(1.36)

for all w ∈ Bn.

Proof. The series

1
(1 − 〈z, w〉)n+1+α

=
∞∑

k=0

Γ(n + 1 + k + α)
k! Γ(n + 1 + α)

〈z, w〉k

and
1

(1 − 〈z, w〉)n+1+α+t
=

∞∑
k=0

Γ(n + 1 + k + α + t)
k! Γ(n + 1 + α + t)

〈z, w〉k

are actually homogeneous expansions. It is then obvious that the operators Rα,t and
Rα,t have the desired mapping properties on kernel functions.

On the other hand, if Rα,t and Rα,t have the stated mapping properties on kernel
functions, then applying the differential operators

∂m

∂wm (0)

to these kernel equations shows that Rα,t and Rα,t have the desired effect on mono-
mials and hence on general holomorphic functions. ��
Proposition 1.15. Suppose N is a positive integer and α is a real number such that
n + α is not a negative integer. Then Rα,N , as an operator acting on H(Bn), is a
linear partial differential operator of order N with polynomial coefficients, that is,

Rα,Nf(z) =
∑

|m|≤N

pm(z)
∂mf

∂zm
(z),

where each pm is a polynomial.

Proof. Fix w ∈ Bn, replace the numerator of

1
(1 − 〈z, w〉)n+1+α+N

by
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(1 − 〈z, w〉 + 〈z, w〉)N ,

and apply the binomial formula. Then

1
(1 − 〈z, w〉)n+1+α+N

=
N∑

k=0

N !
k! (N − k)!

〈z, w〉k
(1 − 〈z, w〉)n+1+α+k

.

For each k we apply the multi-nomial formula (1.1) to write

〈z, w〉k =
∑

|m|=k

k!
m!

zm wm.

It is then clear that there exist constants cmk such that

N !
k! (N − k)!

〈z, w〉k
(1 − 〈z, w〉)n+1+α+k

=
∑

|m|=k

cmk zm ∂k

∂zm

1
(1 − 〈z, w〉)n+1+α

.

Combining this with Proposition 1.14, we obtain

Rα,N 1
(1 − 〈z, w〉)n+1+α

=
N∑

k=0

∑
|m|=k

cmk zm ∂k

∂zm

1
(1 − 〈z, w〉)n+1+α

for any fixed w ∈ Bn. Differentiating with respect to w then leads to

Rα,N =
N∑

k=0

∑
|m|=k

cmk zm ∂k

∂zm
.

This proves the proposition. ��
Let

∆ = 4
n∑

k=1

∂2

∂zk∂z̄k
=

n∑
k=1

(
∂2

∂x2
k

+
∂2

∂y2
k

)
be the ordinary Laplacian on Cn. Here

∂

∂zk
=

1
2

(
∂

∂xk
− i

∂

∂yk

)
and

∂

∂z̄k
=

1
2

(
∂

∂xk
+ i

∂

∂yk

)
,

provided we use the identification zk = xk + iyk for 1 ≤ k ≤ n. The complex-type
derivatives are more convenient to use than the correponding real ones.

Suppose f is a twice differentiable function in Bn. We define

(∆̃f)(z) = ∆(f ◦ ϕz)(0), z ∈ Bn,

where ϕz is the involutive automorphism that interchanges the points 0 and z. The
operator ∆̃ so defined is called the invariant Laplacian, because it has the following
property with respect to the automorphism group.
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Proposition 1.16. Suppose f is twice differentiable in Bn. Then

∆̃(f ◦ ϕ) = (∆̃f) ◦ ϕ

for all ϕ ∈ Aut(Bn).

Proof. Fix z ∈ Bn and ϕ ∈ Aut(Bn). Let a = ϕ(z). Then the automorphism

U = ϕa ◦ ϕ ◦ ϕz

fixes the origin and hence is a unitary by Lemma 1.1. It is easy to see that

∆(g ◦ U)(0) = ∆(g)(0)

for any twice differentiable function g. It follows that

∆̃(f ◦ ϕ)(z) = ∆(f ◦ ϕ ◦ ϕz)(0) = ∆(f ◦ ϕa ◦ U)(0)

= ∆(f ◦ ϕa)(0) = ∆̃f(a) = (∆̃f) ◦ ϕ(z).

��
The invariant Laplacian can be described in terms of ordinary partial derivatives

as follows.

Proposition 1.17. If f is twice differentiable in Bn, then

(∆̃f)(z) = 4(1 − |z|2)
n∑

i,j=1

(δij − ziz̄j)
∂2f

∂zi∂z̄j
(z)

for all z ∈ Bn, where δi,j is the Kronecker delta.

Proof. Fix z ∈ Bn and write

ϕz(w) = (ϕ1(w), · · · , ϕn(w)), w ∈ Bn.

By the chain rule,

(∆̃f)(z) = ∆(f ◦ ϕz)(0) = 4
n∑

i,j=1

∂2f

∂zi∂zj
(z)

n∑
k=1

∂ϕi

∂zk
(0)

∂ϕj

∂zk
(0).

The definition of ϕz shows that it admits the expansion

ϕz(w) = z − szw +
sz

1 + sz
〈w, z〉z + · · · ,

where sz =
√

1 − |z|2 and the omitted terms have w-degree 2 or higher. It follows
that

∂ϕi

∂zk
(0) = −szδik +

sz

1 + sz
zkzi,

and, after some simplification,
n∑

k=1

∂ϕi

∂zk
(0)

∂ϕj

∂zk
(0) = (1 − |z|2)(δij − zizj).

This completes the proof. ��
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1.5 The Bergman Metric

The function

K(z, w) =
1

(1 − z w)n+1

is called the Bergman kernel of Bn and will be discussed in more detail in the next
chapter. For now let us use it to define a Hermitian metric on Bn.

We begin with the n × n complex matrix

B(z) = (bij(z)) =
1

n + 1

⎛⎜⎜⎜⎝
∂2

∂z̄1∂z1
log K(z, z) · · · ∂2

∂z̄1∂zn
log K(z, z)

· · · · · · · · ·
∂2

∂z̄n∂z1
log K(z, z) · · · ∂2

∂z̄n∂zn
log K(z, z)

⎞⎟⎟⎟⎠ .

We will call this the Bergman matrix of Bn. We also introduce an auxiliary matrix

A(z) = (zizj)n×n =

⎛⎜⎝ z1z̄1 · · · z1z̄n

· · · · · · · · ·
znz̄1 · · · znz̄n

⎞⎟⎠ (1.37)

for each z = (z1, · · · , zn) in Cn. If we identify linear transformations on Cn with n×
n matrices via the standard basis of Cn (so that the adjoint of a linear transformation
is just the conjugate transpose of the corresponding matrix), then it is easy to check
that for z 
= 0,

A(z) = |z|2Pz , (1.38)

where Pz is the orthogonal projection from Cn onto the one-dimensional subspace
[z] generated by z.

Proposition 1.18. For z ∈ Bn the matrices A(z) and B(z) have the following prop-
erties:

(a) B(z) = [(1 − |z|2)I + A(z)]/(1− |z|2)2, where I is the n× n identity matrix.

(b) B(z)−1 = (1 − |z|2)[I − A(z)].
(c) B(z) = (ϕ′

z(z))∗ϕ′
z(z) = (ϕ′

z(z))2.

(d) det(B(z)) = K(z, z).
(e) B(z) = Pz/(1 − |z|2)2 + Qz/(1 − |z|2) for z 
= 0.

It follows that for n ≥ 2 and z 
= 0 the matrix B(z) has two eigenvalues, namely,
(1 − |z|2)−2 with eigenspace [z], and (1 − |z|2)−2 with eigenspace Cn 
 [z].

Proof. Since
log K(z, z) = −(n + 1) log(1 − |z|2),

we have
∂

∂zj
log K(z, z) = (n + 1)

zj

1 − |z|2
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for j = 1, · · · , n. It follows that

∂2

∂z̄j∂zj
log K(z, z) =

n + 1
(1 − |z|2)2 (1 − |z|2 + |zj|2)

for j = 1, · · · , n, and

∂2

∂z̄i∂zj
log K(z, z) = (n + 1)

zizj

(1 − |z|2)2

for i 
= j. This shows that

B(z) =
(1 − |z|2)I + A(z)

(1 − |z|2)2 .

A direct computation using rows and columns shows that

(I − A(z))((1 − |z|2)I + A(z)) = (1 − |z|2)I,

so that
B(z)−1 = (1 − |z|2)(I − A(z)).

Recall from (1.10) that for z 
= 0,

ϕ′
z(z) = −

(
Pz

1 − |z|2 +
Qz√

1 − |z|2

)
,

where Pz is the orthogonal projection of Cn onto the one-dimensional subspace [z]
and Qz is the orthogonal projection from Cn onto Cn 
 [z]. Here we identify linear
transformations of Cn with n × n matrices via the standard basis of Cn. Since

P 2
z = Pz, Q2

z = Qz, PzQz = 0,

we easily obtain

(ϕ′
z(z))2 =

Pz

(1 − |z|2)2 +
Qz

1 − |z|2 .

From Pz + Qz = I we then deduce that

(ϕ′
z(z))2 =

1
(1 − |z|2)2 ((1 − |z|2)I + |z|2Pz).

Since A(z) = |z|2Pz , we have proved B(z) = (ϕ′
z(z))2.

Since the real Jacobian determinant of the mapping ϕz is the modulus squared
of the complex Jacobian determinant of ϕz , and the matrix ϕ′

z(z) is self-adjoint, the
identity B(z) = (ϕ′

z(z))2 shows that

det(B(z)) = | det(ϕ′
z(z))|2 = JRϕz(z).

This along with the formula for JRϕz(z) in (1.11) shows that det(B(z)) = K(z, z).
��
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A consequence of the above calculations is that the Bergman matrix B(z) is
positive and invertible. This is of course well known and is true in general. We also
obtain the following representation for the square root of the Bergman matrix,

B(z)1/2 =
Pz

1 − |z|2 +
Qz√

1 − |z|2 . (1.39)

Proposition 1.19. The Bergman matrix is invariant under automorphisms, that is,

B(z) = (ϕ′(z))∗B(ϕ(z))ϕ′(z)

for all z ∈ Bn and ϕ ∈ Aut(Bn).

Proof. Without loss of generality we may assume that ϕ = ϕa for some a ∈ Bn. In
this case, it follows from (1.5) and (1.11) that the Bergman kernel satisfies

K(z, z) = |JCϕ(z)|2K(ϕ(z), ϕ(z))

for all z ∈ Bn and ϕ ∈ Aut(Bn). Thus

log K(z, z) = log |JCϕ(z)|2 + log K(ϕ(z), ϕ(z)).

By locally writing

log |JCϕ(z)|2 = log JCϕ(z) + log JCϕ(z),

we see that
∂2

∂z̄i∂zj
log |JCϕ(z)|2 = 0

for all z ∈ Bn.
Write

ϕ(z) = (ϕ1(z), · · · , ϕn(z)), z ∈ Bn.

Then the chain rule gives

∂

∂zj
log K(z, z) =

∂

∂zj
log |JCϕ(z)|2 +

n∑
k=1

∂

∂ϕk
log K(ϕ(z), ϕ(z))

∂ϕk

∂zj
.

Another application of the chain rule produces

∂2

∂z̄i∂zj
log K(z, z) =

n∑
k=1

∂ϕk

∂zj

n∑
m=1

∂2

∂ϕk∂ϕ̄m
log K(ϕ(z), ϕ(z))

(
∂ϕm

∂zi

)
for all i, j = 1, · · · , n. This proves the desired result. ��
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For a smooth curve γ : [0, 1] → Bn we define

l(γ) =
∫ 1

0

⎛⎝ n∑
i,j=1

bij(γ(t)) γ′
i(t) γ′

j(t)

⎞⎠1/2

dt

=
∫ 1

0

〈
B(γ(t))γ′(t), γ′(t)

〉1/2
dt.

This definition clearly generalizes to the case of a piecewise smooth curve.
A metric β : Bn × Bn → [0,∞) can now be defined as follows. For any two

points z and w in Bn, let β(z, w) be the infimum of the set consisting of all l(γ),
where γ is a piecewise smooth curve in Bn from z to w. That β is indeed a metric
follows easily from the positivity of B(z). We will call β the Bergman metric on Bn.

Proposition 1.20. The Bergman metric is invariant under automorphisms, that is,

β(ϕ(z), ϕ(w)) = β(z, w)

for all z, w ∈ Bn and ϕ ∈ Aut(Bn).

Proof. This follows easily from Proposition 1.19 and the definition of the Bergman
metric. ��
Proposition 1.21. If z and w are points in Bn, then

β(z, w) =
1
2

log
1 + |ϕz(w)|
1 − |ϕz(w)| ,

where ϕz is the involutive automorphism of Bn that interchanges 0 and z.

Proof. By invariance, we only need to prove the result for w = 0.
Fix a point z ∈ Bn and let γ : [0, 1] → Bn be a piecewise smooth curve from 0

to z. Dividing the interval [0, 1] into a finite number of subintervals if necessary, we
may as well assume that γ is actually smooth and regular (γ′(t) is non-vanishing) on
[0, 1]. In this case, the function α(t) = |γ(t)| is smooth on [0, 1].

Since α2(t) = 〈γ(t), γ(t)〉, differentiation gives

2α(t)α′(t) = 2Re 〈γ′(t), γ(t)〉 = 2Re 〈Pγ(t)γ
′(t), γ(t)〉,

where Pγ(t) is the orthogonal projection from Cn onto the one-dimensional subspace
spanned by γ(t). It follows that

|α′(t)| ≤ |Pγ(t)γ
′(t)|, t ∈ [0, 1].

On the other hand, according to part (e) of Proposition 1.18,

〈B(γ(t))γ′(t), γ′(t)〉 ≥ |Pγ(t)γ
′(t)|2

(1 − |γ(t)|2)2 .



26 1 Preliminaries

So

l(γ) ≥
∫ 1

0

|Pγ(t)γ
′(t)| dt

1 − |γ(t)|2 ≥
∣∣∣∣∫ 1

0

α′(t) dt

1 − α2(t)

∣∣∣∣ .
By a change of variables,∫ 1

0

α′(t) dt

1 − α2(t)
=
∫ |z|

0

ds

1 − s2
=

1
2

log
1 + |z|
1 − |z| .

Therefore,

l(γ) ≥ 1
2

log
1 + |z|
1 − |z| .

It is easy to check that equality holds if γ(t) = tz, t ∈ [0, 1]. This shows

β(0, z) =
1
2

log
1 + |z|
1 − |z| ,

and completes the proof of the proposition. ��
Corollary 1.22. For z and w in Bn let

ρ(z, w) = |ϕz(w)|.
Then ρ is a metric on Bn. Moreover, ρ is invariant under automorphisms, that is,

ρ(ϕ(z), ϕ(w)) = ρ(z, w)

for all z, w ∈ Bn and ϕ ∈ Aut(Bn).

Proof. A calculation shows that

ρ(z, w) = tanhβ(z, w) (1.40)

for all z, w ∈ Bn. The invariance of ρ, which can be checked directly, is thus a
consequence of the invariance of β.

It remains to prove that ρ is a distance. It is obvious that ρ satisfies the posi-
tivity and symmetry conditions in the definition of distance. To prove the triangle
inequality for ρ, consider the function

f(x) = tanh(x + h) − tanh(h) − tanh(x), x ∈ [0,∞),

where h is any positive constant. We have

f ′(x) = sech2(x + h) − sech2(x), x ≥ 0.

Since sech(x) is decreasing on (0,∞), we conclude that f ′(x) < 0 for all x > 0,
and so f(x) is strictly decreasing on (0,∞). This together with f(0) = 0 shows that

tanh(x + h) ≤ tanh(x) + tanh(h)

for all x and h in [0,∞). The triangle inequality for ρ then follows from the mono-
tonicity of tanh(x), the triangle inequality for β, and the above inequality. ��
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The metric ρ will be called the pseudo-hyperbolic metric on Bn. It is clear that ρ
is bounded, while β is not.

For z ∈ Bn and r > 0 we let D(z, r) denote the Bergman metric ball at z. Thus

D(z, r) = {w ∈ Bn : β(z, w) < r}.

We now calculate the volume of the Bergman metric balls.

Lemma 1.23. For any z ∈ Bn and r > 0 we have

v(D(z, r)) =
R2n(1 − |z|2)n+1

(1 − R2|z|2)n+1
, (1.41)

where R = tanh(r). In particular, for any r > 0, there exist constants cr > 0 and
Cr > 0 such that

cr(1 − |z|2)n+1 ≤ v(D(z, r)) ≤ Cr(1 − |z|2)n+1 (1.42)

for all z ∈ Bn.

Proof. By Proposition 1.21, each D(0, r) is actually a Euclidean ball of radius
R = tanh(r) centered at the origin. Since the Bergman metric is invariant under
automorphisms of Bn, we have

D(z, r) = ϕz(D(0, r)).

Changing variables several times, we obtain

v(D(z, r)) =
∫

D(z,r)

dv(w) = (1 − |z|2)n+1

∫
|w|<R

dv(w)
|1 − 〈z, w〉|2(n+1)

= (1 − |z|2)n+1

∫
Bn

R2n dv(w)
|1 − 〈Rz, w〉|2(n+1)

=
R2n(1 − |z|2)n+1

(1 − R2|z|2)n+1
.

This proves (1.41). The estimates in (1.42) clearly follow from (1.41). ��
Recall that for any real α we have

dvα(z) = cα(1 − |z|2)α dv(z),

where cα > 0 is a constant. For more general α we have the following asymptotic
estimate of vα(D(z, r)).

Lemma 1.24. For any real α and positive r there exist constants C > 0 and c > 0
such that

c(1 − |z|2)n+1+α ≤ vα(D(z, r)) ≤ C(1 − |z|2)n+1+α

for all z ∈ Bn.
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Proof. Let R = tanh(r) again and make a change of variables according to Propo-
sition 1.13. We obtain

vα(D(z, r)) = cα

∫
D(z,r)

(1 − |z|2)α dv(z)

= cα

∫
|w|<R

(1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)
(1 − |w|2)α dv(w).

It is clear that there exist positive constants c and C such that

c ≤ cα(1 − |w|2)α

|1 − 〈z, w〉|2(n+1+α)
≤ C

for all z ∈ Bn and |w| < R. ��

1.6 The Invariant Green’s Formula

In this section we discuss Green’s formula for the invariant Laplacian and the asso-
ciated Green’s function.

Theorem 1.25. Suppose Ω is an open subset of Bn, Ω ⊂ Bn, whose boundary ∂Ω is
sufficiently smooth. If u and v are twice differentiable in Ω and continuously differ-
entiable on Ω, then∫

Ω

(u∆̃v − v∆̃u) dτ̃ =
∫

∂Ω

(
u

∂v

∂ñ
− v

∂u

∂ñ

)
dσ̃,

where dτ̃ is the volume element on Ω in the Bergman metric, σ̃ is the surface area
element on ∂Ω determined by the Bergman metric, and ∂/∂ñ is the outward normal
derivative along ∂Ω with respect to the Bergman metric.

We will not prove this theorem in the book, because its proof is not complex
analytic. See [41] or [102].

The volume element of Ω in the Bergman metric is simply the restriction to Ω of
the Möbius invariant measure, that is,

dτ̃ (z) =
dv(z)

(1 − |z|2)n+1
. (1.43)

We will only apply Green’s formula in the case when Ω is a shell in Bn. On the
surface |z| = r, 0 < r < 1, the surface area element in the Bergman metric is given
by

dσ̃(rζ) =
2nr2n−1 dσ(ζ)

(1 − r2)n
, ζ ∈ Sn. (1.44)

Also, for any z on the surface |z| = r, the outward normal unit vector at z in the
Bergman metric is given by
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ñ = ±(1 − |z|2) z

|z| , (1.45)

and, consequently,
∂u

∂ñ
= ±(1 − |z|2) ∂u

∂|z| . (1.46)

Here ± depends on whether or not Ω is inside or outside of |z| = r.
The function

G(z) =
1
2n

∫ 1

|z|

(1 − t2)n−1

t2n−1
dt, z ∈ Bn, (1.47)

is called Green’s function for the invariant Laplacian ∆̃, or simply the invariant
Green’s function of Bn. The following proposition tells us the rate of growth for
G, both at the origin and near the boundary of Bn.

Proposition 1.26. The invariant Green’s function G has the following asymptotic
behavior.

(a) As |z| → 0+, we have

G(z) ∼ log
1
|z|

for n = 1, and

G(z) ∼ 1
|z|2n−2

for n > 1.
(b) As |z| → 1−, we have

G(z) ∼ (1 − |z|2)n

for n ≥ 1.

Proof. This is elementary and we leave it as an exercise. ��
In particular, the singularity of G(z) at the origin is integrable with respect to

volume measure dv.

Theorem 1.27. The invariant Green’s function G(z) has the following properties.

(a) ∆̃G = 0 in Bn − {0}.
(b) For every twice continuously differentiable function f with compact support in

Bn, ∫
Bn

G(z)∆̃f(z) dτ(z) = −f(0)
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Proof. Rewrite

G(z) =
1
4n

∫ 1

|z|2
(1 − t)n−1 dt

tn
, z ∈ Bn.

By the chain rule,
∂G

∂zi
= − 1

4n
· (1 − |z|2)n−1

|z|2n
· zi

for 1 ≤ i ≤ n. Using

d

dt

(1 − t)n−1

tn
= − (n − t)(1 − t)n−2

tn+1

and the chain rule again, we obtain

∂2G

∂zi∂zj
= − (1 − |z|2)n−2

4n|z|2n

[
(1 − |z|2)δij − (n − |z|2)zizj

|z|2
]

.

Inserting this into the formula

∆̃G(z) = 4(1 − |z|2)
n∑

i,j=1

(δij − zizj)
∂2G(z)
∂zi∂zj

,

we easily check that ∆̃G(z) = 0 for all z ∈ Bn − {0}.
If f is twice continuously differentiable and has compact support in Bn, then∫

Bn

G(z)∆̃f(z) dτ(z) = lim
r→0+

∫
r<|z|<1−r

G(z)∆̃f(z) dτ(z).

Fix a sufficiently small positive number r and apply Theorem 1.25 to the domain

Ω = {z ∈ Bn : r < |z| < 1 − r}.
We see that the integral ∫

r<|z|<1−r

G(z)∆̃f(z) dτ(z)

is equal to∫
|z|=1−r

(
G

∂f

∂ñ
− f

∂G

∂ñ

)
dσ̃ −

∫
|z|=r

(
G

∂f

∂ñ
− f

∂G

∂ñ

)
dσ̃, (1.48)

where dσ̃ is the surface area element in the Bergman metric and

∂f

∂ñ
= (1 − |z|2)∂f(z)

∂|z| .

The first integral in (1.48) is zero, because f has compact support and r is sufficiently
small. Since the singularity of G at the origin is either − log |z| (when n = 1) or
1/|z|2n−2 (when n > 1), and since

∂G

∂ñ
= − (1 − |z|2)n

2n|z|2n−1
,

it is easy to show that the second integral in (1.48) tends to −f(0) as r → 0. ��
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1.7 Subharmonic Functions

In this section we collect a few results about subharmonic functions in the unit ball
that will be needed later in the book. These results are real variable in nature, so
we think of Bn as the open unit ball in the real Euclidean space R2n. We are going
to make use of the following three properties of harmonic functions in several real
variables without proof.

(a) Every harmonic function has the mean value property.
(b) The maximum principle holds for harmonic functions.
(c) Suppose B is any ball with boundary sphere S. If u is a continuous function on

S, then u can be continuously extended to a harmonic function in B.

A function f : Bn → [−∞,∞) is said to be upper semi-continuous if

lim sup
z→z0

f(z) ≤ f(z0)

for every z0 ∈ Bn. An upper semi-continuous function f : Bn → [−∞,∞) is said
to be subharmonic if

f(a) ≤
∫

Sn

f(a + rζ) dσ(ζ) (1.49)

for all a ∈ Bn and 0 ≤ r < 1 − |a|.
Theorem 1.28. Suppose f : Bn → [−∞,∞) is upper semi-continuous. Then the
following conditions are equivalent.

(a) f is subharmonic in Bn.
(b) For every point a in Bn there exists some positive number ε < 1 − |a| such that

f(a) ≤
∫

Sn

f(a + rζ) dσ(ζ)

for all 0 ≤ r < ε.
(c) If B is a ball whose boundary S is contained in Bn, and if g is a harmonic

function in B that is continuous up to S, then f ≤ g on S implies f ≤ g on B.

Proof. It is obvious that (a) implies (b).
Assume that f satisfies condition (c). For any a ∈ Bn and 0 < r < 1 − |a| we

let B be the Euclidean ball centered at a with radius r. Clearly, the boundary sphere
S of B is contained in Bn. If f is continuous on Bn, then f is continuous on S, and
so there exists a continuous function g on the closure of B such that g = f on S and
g is harmonic in B. It follows that

f(a) ≤ g(a) =
∫

Sn

g(a + rζ) dσ(ζ) =
∫

Sn

f(a + rζ) dσ(ζ).

If f is not necessarily continuous in Bn, we then approximate f by a sequence of
continuous functions {fk} with f ≤ fk+1 ≤ fk for all k ≥ 1 (it is elementary
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to check that this is possible), the above estimate still holds for f because of the
monotone convergence theorem. This proves that (c) implies (a).

To prove that (b) implies (c), we assume that there exists a ball B whose boundary
sphere S is contained in Bn, and that there exists a continuous function g on B =
B ∪ S such that g is harmonic in B, f ≤ g on S, but g(z) < f(z) for some z ∈ B.
Let E be the set of points in B at which the upper semi-continuous function h(z) =
f(z) − g(z) attains its maximum value M > 0 in B. Because h ≤ 0 on S, we must
have E ⊂ B. Also, the semi-continuity of h implies that E is closed, so there exists
some point z0 ∈ E such that no circular neighborhood of z0 is entirely contained in
E. We can then find a sequence {rk} tending to zero with the properties that each
|z − z0| = rk is contained in Bn but not entirely contained in E. The function h
satisfies h ≤ M on each |z − z0| = rk , with strict inequality on some nonempty
open pieces of |z − z0| = rk. It follows that∫

Sn

h(z0 + rkζ) dσ(ζ) < M = f(z0) − g(z0)

for every k. Combining this with the mean value property for g, we obtain∫
Sn

f(z0 + rkζ) dσ(ζ) − g(z0) < f(z0) − g(z0),

or ∫
Sn

f(z0 + rkζ) dσ(ζ) < f(z0)

for all k. In particular, condition (b) does not hold. This shows that (b) implies (c),
and the proof of the theorem is complete. ��

We are going to use subharmonic functions mainly in the form of the following
two corollaries.

Corollary 1.29. If α > −1 and f is subharmonic in Bn, then

f(a) ≤
∫

Bn

f(a + rz) dvα(z) (1.50)

for all a ∈ Bn and 0 ≤ r < 1 − |a|.
Proof. This follows from (1.49) and integration in polar coordinates. ��
Corollary 1.30. If f is holomorphic in Bn and 0 < p < ∞, then log |f | and |f |p are
both subharmonic in Bn.

Proof. Fix a point a ∈ Bn. If f(a) = 0, then obviously,

log |f(a)| ≤
∫

Sn

log |f(a + rζ)| dσ(ζ),

and



1.8 Interpolation of Banach Spaces 33

|f(a)|p ≤
∫

Sn

|f(a + rζ)|p dσ(ζ),

where r is any radius satisfying 0 ≤ r < 1 − |a|.
If f(a) 
= 0, we can find a positive number ε < 1−|a| such that f is nonvanishing

in |z − a| < ε. In particular, analytic branches of log f(z) and f(z)p can be defined
on |z − a| < ε. We then have

log |f(a)| =
∫

Sn

log |f(a + rζ)| dσ(ζ), 0 ≤ r < ε,

because log |f(z)| is harmonic in |z − a| < ε. Similarly, the mean value property for
holomorphic functions gives

f(a)p =
∫

Sn

f(a + rζ)p dσ(ζ), 0 ≤ r < ε.

Taking the modulus on both sides, we obtain

|f(a)|p ≤
∫

Sn

|f(a + rζ)|p dσ(ζ)

for all 0 ≤ r < ε.
By condition (b) in Theorem 1.28, the functions log |f(z)| and |f(z)|p are sub-

harmonic in Bn. ��

1.8 Interpolation of Banach Spaces

Interpolation of Banach spaces is a powerful tool in analysis. In this section we intro-
duce the notion of complex interpolation and present a version of the Marcinkiewicz
interpolation theorem. Results in this section will be stated without proof, because
they are just tools needed later, and because the techniques required for the proof are
much different from those in the rest of the book. We refer the interested reader to
the monograph [22] for details.

The following version of the Marcinkiewicz interpolation theorem will be used
several times in the book.

Theorem 1.31. Suppose µ is a positive measure on X , ν is a positive measure on
Y , and T is an operator that associates to every ν-measurable function f on Y a
nonnegative µ-measurable function Tf on X with the property that

T (f + g) ≤ Tf + Tg.

Let 1 ≤ p0 < p1 ≤ ∞ and assume that there exists a positive constant C such that

µ{Tf > t} ≤
(

C‖f‖p0

t

)p0

, f ∈ Lp0(Y, ν),
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and in the case p1 < ∞

µ{Tf > t} ≤
(

C‖f‖p1

t

)p1

, f ∈ Lp1(Y, ν),

and in the case p1 = ∞
‖Tf‖∞ ≤ C‖f‖∞, f ∈ L∞(Y, ν).

Then for every p0 < p < p1 the operator T maps Lp(Y, ν) boundedly into Lp(X, µ).

Two Banach spaces X0 and X1 are called compatible if there exists a Hausdorff
topological linear space X containing both of them. In this case, we can form two
subspaces of X , X0 ∩ X1 and X0 + X1, and they become Banach spaces with the
following norms:

‖x‖X0∩X1 = max(‖x‖X0 , ‖x‖X1),

and

‖x‖X0+X1 = inf{‖x0‖X0 + ‖x1‖X1 : x = x0 + x1, x0 ∈ X0, x1 ∈ X1}.
Let S = {z ∈ C : 0 < Re z < 1} denote the open strip and S its closure. If

X0 and X1 are compatible Banach spaces, and if θ ∈ (0, 1), we can define a Banach
space Xθ as follows. As a vector space, Xθ consists of vectors x ∈ X0 + X1 with
the following property: there exists a function f : S → X0 + X1 such that

(a) f is bounded and continuous on S.
(b) f is analytic in S.
(c) f(θ) = x.
(d) f(iy) ∈ X0 for every real y.
(e) f(1 + iy) ∈ X1 for every real y.

For every f satisfying the above conditions we write

‖f‖ = max(sup
y∈R

‖f(iy)‖X0, sup
y∈R

‖f(1 + iy)‖X1).

The norm of x ∈ Xθ is then defined as the infimum of all such ‖f‖.
To emphasize the dependence of Xθ on X0 and X1, we write

Xθ = [X0, X1]θ,

and call it a complex interpolation space between X0 and X1. The construction of
complex interpolation spaces is functorial in the following sense.

Theorem 1.32. Suppose X0 and X1 are compatible, Y0 and Y1 are compatible, and
θ ∈ (0, 1). If a linear operator T : X0 + X1 → Y0 + Y1 maps X0 boundedly into Y0

(with norm M0) and X1 boundedly into Y1 (with norm M1), then T maps [X0, X1]θ
boundedly into [Y0, Y1]θ (with norm not to exceed M1−θ

0 Mθ
1 ).
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Perhaps the most important example of complex interpolation spaces is the fol-
lowing result concerning Lp spaces.

Theorem 1.33. If (X, µ) is a measure space and 1 ≤ p0 < p1 ≤ ∞, then

[Lp0(X), Lp1(X)]θ = Lp(X)

with equal norms, where 0 < θ < 1 and

1
p

=
1 − θ

p0
+

θ

p1
.

Notes

Most of this chapter is classical. Sections 1.1 through 1.3 are adapted from [94]. Re-
sults about the invariant Laplacian are taken from [94] as well. The brief introduction
to subharmonic functions follows the presentation in [61] and [94].

There are certainly many useful families of fractional differential operators on
H(Bn). Because of Proposition 1.14, our choice of Rα,t here interacts particularly
well with Bergman-type kernel functions.

The invariant Green’s formula is more well known in differential geometry than
in complex analysis. Theorem 1.25 can be found in [41] and [102], for example.

There are numerous versions of the Marcinkiewicz interpolation theorem. Our
Theorem 1.31 can be found in [22] and [42]. The introductory material in Section 1.8
concerning complex interpolation (including Theorem 1.33) is from [22].

Exercises

1.1. Show that for any z ∈ Bn − {0} and r > 0 the Bergman metric ball D(z, r) is
an ellipsoid consisting of all points w ∈ Bn that satisfy

|Pz(w) − c|2
R2σ2

+
|Qz(w)|2

R2σ
< 1,

where

R = tanh(r), c =
(1 − R2)z
1 − R2|z|2 , σ =

1 − |z|2
1 − R2|z|2 .

1.2. Show that

JRϕa(0) = lim
r→0+

v(D(a, r))
v(D(0, r))

= (1 − |a|2)n+1

for any a ∈ Bn.
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1.3. Show that
det(tI + A(z)) = tn−1(t + |z|2)

for all z ∈ Cn and t ∈ C, where I is the n × n identity matrix and A(z) = (zizj).

1.4. Find the eigenvalues and their associated eigenvectors of the matrix A(z).

1.5. Suppose ϕ : Bn → Cn is holomorphic. Show that JRϕ(z) = |JCϕ(z)|2 for all
z ∈ Bn.

1.6. Suppose f is twice differentiable in Bn. If both f(z) and its first order partial
derivatives all tend to 0 as |z| → 1−, then

lim
r→1−

∫
|z|<r

G(z)∆̃f(z) dτ(z) = −f(0).

1.7. Prove Proposition 1.26.

1.8. If f is a function in Bn satisfying∫
Bn

|f(z)|(1 − |z|2)n dτ(z) < ∞,

we can define a function G[f ] in Bn by

G[f ](z) =
∫

Bn

G(ϕz(w))f(w) dτ(w).

This function is called the invariant Green potential of f . Show that if f is twice
continuously differentiable in Bn and continuous on Bn, then G[f ] is twice contin-
uously differentiable in Bn and continuous on Bn. Furthermore, ∆̃G[f ] = f in Bn

and G[f ] = 0 on Sn.

1.9. Show that ∫
Bn

G(z)∆̃(1 − |z|2)α dτ(z) = −1

for all α > 1. Note that the case α = n is especially interesting.

1.10. Show that Rα,t and Rα,t are continuous on H(Bn).

1.11. Show that if f : Bn → [−∞,∞) is upper semi-continuous, then f is the
decreasing limit of a sequence of continuous functions.

1.12. Show that if f is an upper semi-continuous function on a compact set K , then
f attains its maximum.

1.13. Show that
Rα,tRα+t,s = Rα,s+t

whenever these operators are well defined.
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1.14. If ϕ ∈ Aut(Bn) has an isolated fixed point in Bn, then ϕ has a unique fixed
point in Bn. For this and the next seven problems see [125].

1.15. Show that each ϕa has a unique fixed point in Bn.

1.16. Show that the fixed point of ϕa is the geodesic mid-point between 0 and a in
the Bergman metric. Denote the fixed point of ϕa by ma.

1.17. Show that ϕma ◦ ϕa = −ϕma for each a ∈ Bn − {0}.

1.18. Show that

ma =
1 −√1 − |a|2

|a|2 a,

where a is any point in Bn − {0}.

1.19. Show that the geodesic mid-point in the Bergman metric between any two
points a and b in Bn is given by

ma,b = ϕa

(
1 −√1 − |ϕa(b)|2

|ϕa(b)|2 ϕa(b)

)
.

1.20. Suppose a ∈ Bn and f is a function in Bn. Show that f ◦ϕa = f if and only if
f = g ◦ ϕma , where g is an even function in Bn; similarly, f ◦ ϕa = −f if and only
if f = g ◦ ϕma , where g is an odd function in Bn.

1.21. If Ja(z) is the complex Jacobian determinant of ϕa at z ∈ Bn, show that

Ja(z) = (−1)n (1 − |a|2)(n+1)/2

(1 − 〈z, a〉)n+1
.

1.22. Show that ∫
Cn

f(z) dv(z)
|z|2n

= n

∫
Sn

dσ(ζ)
∫

C

f(ζw) dA(w)
|w|2

whenever the integrals converge.

1.23. Suppose f and g are twice continuously differentiable functions with compact
support in Bn. Show that ∫

Bn

f ∆̃g dτ =
∫

Bn

g ∆̃f dτ.
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1.24. Suppose a and b are points in Bn. Show that

|ϕb(ϕa(z))| = |ϕc(z), z ∈ Bn,

where c = ϕa(b).

1.25. Show that
2|1 − 〈z, w〉| ≥ |1 − 〈z, w′〉|,

where z ∈ Bn, w ∈ Bn − {0}, and w′ = w/|w|.
1.26. Show that

|ϕa(z)| ≤ |a| + |z|
for all z and a in Bn.
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Bergman Spaces

In this chapter we study weighted Bergman spaces with standard radial weights.
Main topics covered include integral representations, Bergman-type projections,
characterizations in terms of various derivatives, and atomic decompositions. The
integral representation formulas developed in this chapter, together with the frac-
tional differential and fractional integral operators introduced in Chapter 1, will play
a very important role in subsequent chapters.

2.1 Bergman Spaces

Recall that for α > −1 the weighted Lebesgue measure dvα is defined by

dvα(z) = cα(1 − |z|2)α dv(z), (2.1)

where

cα =
Γ(n + α + 1)
n! Γ(α + 1)

(2.2)

is a normalizing constant so that dvα is a probability measure on Bn.
For α > −1 and p > 0 the weighted Bergman space Ap

α consists of holomorphic
functions f in Lp(Bn, dvα), that is,

Ap
α = Lp(Bn, dvα)

⋂
H(Bn). (2.3)

It is clear that Ap
α is a linear subspace of Lp(Bn, dvα).

When the weight α = 0, we simply write Ap for Ap
α. These are the standard

(unweighted) Bergman spaces.
We will use the notation

‖f‖p,α =
[∫

Bn

|f(z)|p dvα(z)
]1/p

(2.4)
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for f ∈ Lp(Bn, dvα). Note that when 1 ≤ p < ∞ the space Lp(Bn, dvα) is a Banach
space with the norm ‖ ‖p,α. If 0 < p < 1, the space Lp(Bn, dvα) is a complete metric
space with the following distance:

ρ(f, g) = ‖f − g‖p
p,α.

In the special case when p = 2, L2(Bn, dvα) is a Hilbert space whose inner product
will be denoted by 〈 , 〉α. Regardless of what p is, we are going to call ‖ ‖p,α the
norm on Lp(Bn, dvα).

The following result shows how fast a function in Ap
α can grow near the boundary

of Bn.

Theorem 2.1. Suppose 0 < p < ∞ and α > −1. Then

|f(z)| ≤ ‖f‖p,α

(1 − |z|2)(n+1+α)/p

for all f ∈ Ap
α and z ∈ Bn.

Proof. If f is any holomorphic function in Bn, then |f |p is subharmonic, so by Corol-
lary 1.29,

|f(0)|p ≤
∫

Bn

|f(w)|p dvα(w).

This proves the desired result when z = 0.
In general, for f ∈ Ap

α and z ∈ Bn, we consider the function

F (w) = f ◦ ϕz(w)
(1 − |z|2)(n+1+α)/p

(1 − 〈w, z〉)2(n+1+α)/p
, w ∈ Bn.

Changing variables according to Proposition 1.13, we see that

‖F‖p,α = ‖f‖p,α.

The desired result then follows from ‖F‖p,α ≥ |F (0)|. ��
It is easy to show that the exponent of (1− |z|2) in the preceding theorem is best

possible. However, approximating a general function by polynomials (see Proposi-
tion 2.6), we obtain the following improved behavior of f near the boundary:

lim
|z|→1−

(1 − |z|2)(n+1+α)/pf(z) = 0

for all f ∈ Ap
α.

The following result gives an integral representation for functions in A1
α. The

proofs of a large number of results in the book are based on this formula.

Theorem 2.2. If α > −1 and f ∈ A1
α, then

f(z) =
∫

Bn

f(w) dvα(w)
(1 − 〈z, w〉)n+1+α

(2.5)

for all z ∈ Bn.
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Proof. Let f ∈ A1
α. By the mean value property for holomorphic functions,

f(0) =
∫

Sn

f(rζ) dσ(ζ), 0 ≤ r < 1.

This together with integration in polar coordinates shows that

f(0) =
∫

Bn

f(w) dvα(w).

Let z ∈ Bn and replace f by f ◦ ϕz . Then

f(z) =
∫

Bn

f ◦ ϕz(w) dvα(w).

Making an obvious change of variables according to Proposition 1.13, we obtain

f(z) =
∫

Bn

(1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)
f(w) dvα(w).

Fix z ∈ Bn and replace f by the function

f(w)(1 − 〈w, z〉)n+1+α.

We arrive at the desired reproducing formula. ��
For 1 ≤ p < ∞ we have Ap

α ⊂ A1
α, so the integral representation in Theorem 2.2

is also valid for functions in Ap
α when 1 ≤ p < ∞. In particular, this integral

representation holds for all f ∈ H∞.

Corollary 2.3. Suppose α > −1, t > 0, and f is holomorphic in Bn. If neither n+α
nor n + α + t is not a negative integer, then

Rα,tf(z) = lim
r→1−

∫
Bn

f(rw) dvα(w)
(1 − 〈z, w〉)n+1+α+t

, (2.6)

and

Rα,tf(z) = lim
r→1−

∫
Bn

f(rw) dvα+t(w)
(1 − 〈z, w〉)n+α+1

. (2.7)

In particular, the limits above always exist.

Proof. For any fixed r ∈ (0, 1) the dilation fr, defined by fr(z) = f(rz), belongs
to both A1

α and A1
α+t. So, according to Theorem 2.2,

fr(z) =
∫

Bn

fr(w) dvα(w)
(1 − 〈z, w〉)n+1+α

, z ∈ Bn,

and
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fr(z) =
∫

Bn

fr(w) dvα+t(w)
(1 − 〈z, w〉)n+1+α+t

, z ∈ Bn.

The desired results then follow from Proposition 1.14 and the facts that

Rα,tf(z) = lim
r→1−

Rα,tfr(z)

and
Rα,tf(z) = lim

r→1−
Rα,tfr(z).

��
Lemma 2.4. Suppose p > 0, α > −1, 0 < r < 1, and m = (m1, · · · , mn) is a
multi-index of nonnegative integers. Then there exists a positive constant C such that∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣ ≤ C‖f‖p,α

for all f ∈ Ap
α and all z ∈ Bn with |z| ≤ r.

Proof. Fix some δ ∈ (r, 1) and apply Theorem 2.2 in the special case α = 0. We
obtain

f(δz) =
∫

Bn

f(δw) dv(w)
(1 − 〈z, w〉)n+1

, z ∈ Bn.

Making a change of variables and replacing δz by z, we get

f(z) = δ2

∫
|w|<δ

f(w) dv(w)
(δ2 − 〈z, w〉)n+1

, |z| < δ.

We can then differentiate under the integral sign and find a positive constant C such
that ∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣ ≤ C sup{|f(w)| : |w| ≤ δ}

for all |z| ≤ r. This reduces the proof of the lemma to the case |m| = 0. When
|m| = 0, the desired estimate clearly follows from Theorem 2.1. ��
Corollary 2.5. For each p > 0 and α > −1 the weighted Bergman space Ap

α is
closed in Lp(Bn, dvα).

Proof. Suppose {fn} is a sequence in Ap
α and

lim
n→∞ ‖fn − f‖p,α = 0

for some f ∈ Lp(Bn, dvα). Then some subsequence of {fn(z)} converges to f(z)
for almost all z ∈ Bn. Also, {fn} is a Cauchy sequence in Ap

α, so by Lemma 2.4, the
sequence {fn(z)} is uniformly Cauchy on each set {z ∈ Bn : |z| < r}, and must
converge to a holomorphic function there, where 0 < r < 1. Since r is arbitrary,
{fn(z)} converges to a holomorphic function g(z) on Bn. By the uniqueness of
pointwise limits, we have f(z) = g(z) for almost all z ∈ Bn. This shows that f is
holomorphic in Bn and hence belongs to Ap

α. ��
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It follows that the weighted Bergman space Ap
α, with topology inherited from

Lp(Bn, dvα), is a Banach space when 1 ≤ p < ∞, and is a complete metric space
when 0 < p < 1.

When p = 2, the space A2
α is a Hilbert space. Moreover, if

f(z) =
∑
m

amzm

is the Taylor expansion of f , then by (1.23),

‖f‖2
α =

∫
Bn

|f(z)|2 dvα(z) =
∑
m≥0

m! Γ(n + α + 1)
Γ(n + |m| + α + 1)

|am|2. (2.8)

In particular, the functions

em(z) =

√
Γ(n + |m| + α + 1)
m! Γ(n + α + 1)

zm (2.9)

form an orthonormal basis for A2
α, where m = (m1, · · · , mn) runs over all multi-

indexes of nonnegative integers.

Proposition 2.6. Suppose p > 0 and α > −1. Then the set of polynomials is dense
in Ap

α.

Proof. Writing the ball as

Bn =
{
z : |z| ≤ 1 − ε

}⋃{
z : 1 − ε < |z| < 1

}
for a sufficiently small positive ε, we easily prove that

lim
r→1−

‖fr − f‖p,α = 0

for every f ∈ Ap
α, where fr(z) = f(rz). For any fixed r ∈ (0, 1), the function fr can

be approximated uniformly by polynomials, and hence each fr can be approximated
in the norm topology of Ap

α by polynomials. ��

2.2 Bergman Type Projections

Since each point evaluation in Bn is a bounded linear functional on the Hilbert space
A2

α, where α > −1, the classical Riesz representation theory in functional analysis
shows that for each w ∈ Bn there exists a unique function Kα

w in A2
α such that

f(w) = 〈f, Kα
w〉α =

∫
Bn

f(z)Kα
w(z) dvα(z), f ∈ A2

α.

This will be called the reproducing formula for f in A2
α. The function
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Kα(z, w) = Kα
w(z), z, w ∈ Bn,

is called the reproducing kernel of A2
α. When α = 0, the reproducing kernel

K(z, w) = K0(z, w)

is also called the Bergman kernel.

Theorem 2.7. For each α > −1 the reproducing kernel of A2
α is given by

Kα(z, w) =
1

(1 − 〈z, w〉)n+1+α
, z, w ∈ Bn.

Proof. This follows from Theorem 2.2 and the uniqueness of the Riesz representa-
tion for a bounded linear functional on a Hilbert space. ��

Since the function Kα(z, w) is bounded in z whenever w is fixed, we can con-
sider integrals of the form ∫

Bn

f(z)Kα(w, z) dvs(z),

where α > −1, s ∈ R, w ∈ Bn, and f ∈ L1(Bn, dvs). In particular, we will make
use of the following integral operator

Pα(f)(z) =
∫

Bn

f(w)Kα(z, w) dvα(w), f ∈ L1(Bn, dvα).

Lemma 2.8. Suppose α > −1. Then the restriction of Pα to L2(Bn, dvα) is the
orthogonal projection from L2(Bn, dvα) onto A2

α.

Proof. Let P be the orthogonal projection from L2(Bn, dvα) onto A2
α. For f ∈

L2(Bn, dvα) and z ∈ Bn the reproducing property of Kα and the self-adjointness of
P give us

Pf(z) = 〈Pf, Kα
z 〉α = 〈f, PKα

z 〉α.

Since Kα
z ∈ A2

α, we have PKα
z = Kα

z , and so

Pf(z) = 〈f, Kα
z 〉α =

∫
Bn

f(w)Kα(z, w) dvα(w).

This shows that P is the restriction of Pα to L2(Bn, dvα). ��
The above lemma shows that the operator Pα maps L2(Bn, dvα) boundedly onto

the Bergman space A2
α. We also want to know how the operator Pα acts on other

spaces such as Lp(Bn, dvt). A useful tool for tackling such problems is the following
Schur’s test.
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Theorem 2.9. Suppose (X, µ) is a measure space, 1 < p < ∞, and 1/p + 1/q = 1.
For a nonnegative kernel H(x, y) consider the integral operator

Tf(x) =
∫

X

H(x, y)f(y) dµ(y).

If there exists a positive function h on X and a positive constant C such that∫
X

H(x, y)h(y)q dµ(y) ≤ Ch(x)q

for almost all x ∈ X , and∫
X

H(x, y)h(x)p dµ(x) ≤ Ch(y)p

for almost all y ∈ X , then the operator T is bounded on Lp(X, µ) with ‖T ‖ ≤ C.

Proof. Given a function f ∈ Lp(X, µ), Hölder’s inequality gives

|Tf(x)| ≤
[∫

X

H(x, y)h(y)q dµ(y)
]1/q [∫

X

H(x, y)h(y)−p|f(y)|p dµ(y)
]1/p

for almost all x ∈ X . By the first inequality in the assumption,

|Tf(x)| ≤ C1/qh(x)
[∫

X

H(x, y)h(y)−p|f(y)|p dµ(y)
]1/p

for almost all x ∈ X . By Fubini’s theorem and the second inequality in the assump-
tion, we obtain ∫

X

|Tf(x)|p dµ(x) ≤ Cp

∫
X

|f(y)|p dµ(y).

This proves Schur’s test. ��
We now use Schur’s test to describe the boundedness of a class of integral oper-

ators induced by Bergman type kernels on weighted Lebesgue spaces. Recall from
Section 1.3 that

dvt(z) = ct(1 − |z|2)t dv(z), −∞ < t < ∞,

where ct is a positive constant.

Theorem 2.10. Fix two real parameters a and b and define two integral operators T
and S by

Tf(z) = (1 − |z|2)a

∫
Bn

(1 − |w|2)b

(1 − 〈z, w〉)n+1+a+b
f(w) dv(w)

and

Sf(z) = (1 − |z|2)a

∫
Bn

(1 − |w|2)b

|1 − 〈z, w〉|n+1+a+b
f(w) dv(w).

Then for −∞ < t < ∞ and 1 ≤ p < ∞ the following conditions are equivalent:
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(a) T is bounded on Lp(Bn, dvt).
(b) S is bounded on Lp(Bn, dvt).
(c) −pa < t + 1 < p(b + 1).

Proof. It is obvious that (b) implies (a).
To prove (a) implies (c), let N be a large enough positive integer such that N +

b > −1 and such that the function

fN (z) = (1 − |z|2)N , z ∈ Bn,

belongs to Lp(Bn, dvt). The symmetry of Bn shows that

TfN(z) = cN (1 − |z|2)a, z ∈ Bn,

where cN is a positive constant. The boundedness of T on Lp(Bn, dvt) then implies
that the function (1− |z|2)a belongs to Lp(Bn, dvt), which in turn implies that pa +
t > −1, or t + 1 > −pa.

If 1 < p < ∞ and 1/p + 1/q = 1, the boundedness of T on Lp(Bn, dvt) is
equivalent to the boundedness of the adjoint of T on Lq(Bn, dvt). It is easy to see
that

T ∗f(z) = (1 − |z|2)b−t

∫
Bn

(1 − |w|2)a+t

(1 − 〈z, w〉)n+1+a+b
f(w) dv(w).

Combining this with the conclusion of the previous paragraph, we conclude that

t + 1 > −q(b − t),

which is equivalent to
t + 1 < p(b + 1).

Similarly, the boundedness of T on L1(Bn, dvt) implies the boundedness of T ∗

on L∞(Bn). Applying T ∗ to the constant function 1 then yields b − t ≥ 0. To see
that equality cannot occur here, consider the functions

fz(w) =
(1 − 〈z, w〉)n+1+a+b

|1 − 〈z, w〉|n+1+a+b
, w ∈ Bn.

Each fz is a unit vector in L∞(Bn). If b = t, then

‖T ∗fz‖∞ ≥ |T ∗fz(z)| = ct

∫
Bn

(1 − |w|2)a+t dv(w)
|1 − 〈z, w〉|n+1+a+t

.

By part (2) of Theorem 1.12, the above integral tends to +∞ as |z| → 1−. Thus the
boundedness of T on L1(Bn, dvt) implies that b − t > 0, or t + 1 < b + 1. This
completes the proof that (a) implies (c).

It remains to prove that (c) implies (b). The case p = 1 is a direct consequence
of Fubini’s theorem and part (3) of Theorem 1.12.
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If 1 < p < ∞ and 1/p + 1/q = 1, then the condition −pa < p(b + 1) implies
that the intervals

(A, B) =
(
−b + 1

q
,

a

q

)
and

(C, D) =
(
−a + 1 + t

p
,

b − t

p

)
are both nonempty; the condition−pa < t+1 implies that C < B; and the condition
t + 1 < p(b + 1) implies that A < D. Therefore, the inequalities

−pa < t + 1 < p(b + 1)

imply that (A, B) and (C, D) have a nonempty intersection. Fix

s ∈ (A, B) ∩ (C, D)

and let
h(z) = (1 − |z|2)s, z ∈ Bn.

The boundedness of S on Lp(Bn, dvt) then follows from Schur’s test in conjunction
with part (3) of Theorem 1.12. ��

The following theorem singles out several very important special cases of Theo-
rem 2.10.

Theorem 2.11. Suppose −1 < α < ∞, −1 < t < ∞, and 1 ≤ p < ∞. Then the
operator Pα is a bounded projection from Lp(Bn, dvt) onto Ap

t if and only if

p(α + 1) > t + 1.

In particular, Pα is a bounded projection from Lp(Bn, dvα) onto Ap
α if and only if

p > 1, and Pα is a bounded projection from L1(Bn, dvt) onto A1
t if and only if

α > t.

In particular, we see that there exist a lot of bounded projections from the space
L1(Bn, dvα) onto A1

α. This is in sharp contrast with the classical theory of Hardy
spaces.

Theorem 2.12. Suppose α > −1, β > −1, and 1 < p < ∞. Then

(Ap
α)∗ = Aq

β

(with equivalent norms) under the integral pairing

〈f, g〉γ =
∫

Bn

f(z) g(z)dvγ(z), f ∈ Ap
α, g ∈ Aq

β ,

where
1
p

+
1
q

= 1, γ =
α

p
+

β

q
.



48 2 Bergman Spaces

Proof. If g ∈ Aq
β and

F (f) = 〈f, g〉γ = cγ

∫
Bn

(1 − |z|2)α/pf(z)(1 − |z|2)β/qg(z)dv(z), f ∈ Ap
α,

it follows from Hölder’s inequality that F is a bounded linear functional on Ap
α with

‖F‖ ≤ C‖g‖q,β , where C is a positive constant depending on cα, cβ , and cγ .
Conversely, if F is a bounded linear functional on Ap

α, then according to the
Hahn-Banach extension theorem, F can be extended (without increasing its norm)
to a bounded linear functional on Lp(Bn, dvα). By the usual duality of Lp spaces,
there exists some h ∈ Lq(Bn, dvα) such that

F (f) =
∫

Bn

f(z)h(z)dvα(z), f ∈ Lp(Bn, dvα).

Let
H(z) =

cα

cγ
(1 − |z|2)(α−β)/qh(z), z ∈ Bn.

Then H ∈ Lq(Bn, dvβ) and

F (f) =
∫

Bn

f(z)H(z)dvγ(z), f ∈ Ap
α.

It is easy to check that the condition α > −1 is equivalent to q(γ + 1) > β + 1,
and the condition β > −1 is equivalent to p(γ + 1) > α + 1. So, by Theorem 2.11,
Pγ is a bounded projection from Lp(Bn, dvα) onto Ap

α, and Pγ is also a bounded
projection from Lq(Bn, dvβ) onto Aq

β . Let g = Pγ(H). Then g ∈ Aq
β and

F (f) = 〈f, H〉γ = 〈Pγ(f), H〉γ = 〈f, Pγ(H)〉γ = 〈f, g〉γ
for all f ∈ Ap

α. The proof is now complete. ��
A special case of the preceding theorem is when α = β. In this case, we clearly

have γ = α as well.
The dual of Ap

α for 0 < p ≤ 1 will be identified in the next chapter after we
introduce the Bloch space.

2.3 Other Characterizations

In this section we characterize the weighted Bergman spaces in terms of various
derivatives of a function. First recall that

Rf(z) =
n∑

k=1

zk
∂f

∂zk
(z)

is the radial derivative of f at z.
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For a holomorphic function f in Bn we write

∇f(z) =
(

∂f

∂z1
(z), · · · , ∂f

∂zn
(z)
)

(2.10)

and call |∇f(z)| the (holomorphic) gradient of f at z. Similarly, we define

∇̃f(z) = ∇(f ◦ ϕz)(0), (2.11)

where ϕz is the biholomorphic mapping of Bn that interchanges 0 and z, and call
|∇̃f(z)| the invariant gradient of f at z.

Lemma 2.13. If f is holomorphic in Bn, then

|∇̃f(z)|2 = (1 − |z|2)(|∇f(z)|2 − |Rf(z)|2)
for all z ∈ Bn.

Proof. For any holomorphic function f in Bn we have

∆̃(|f |2)(0) = ∆(|f |2)(0) = 4|∇f(0)|2 = 4|∇̃f(0)|2.
It follows that

4|∇̃f(z)|2 = 4|∇̃(f ◦ ϕz)(0)|2 = ∆̃(|f ◦ ϕz |2)(0) = ∆̃(|f |2)(z). (2.12)

The desired result now follows from Proposition 1.17. ��
Since the invariant Laplacian is invariant under the action of the automorphism

group, the relation (2.12) in the preceding proof shows that |∇̃f | is also Möbius
invariant, namely,

|∇̃(f ◦ ϕ)(z)| = |(∇̃f) ◦ ϕ(z)| (2.13)

for all f and all ϕ ∈ Aut(Bn).

Lemma 2.14. If f is holomorphic in Bn, then

(1 − |z|2)|Rf(z)| ≤ (1 − |z|2)|∇f(z)| ≤ |∇̃f(z)|
for all z ∈ Bn.

Proof. By the Cauchy-Schwarz inequality for Cn,

|Rf(z)| ≤ |z||∇f(z)| ≤ |∇f(z)|.
This proves the first inequality. The second inequality follows from Lemma 2.13 and
the fact that |Rf(z)| ≤ |z||∇f(z)|. ��

The following lemma is critical for many problems concerning the spaces Ap
α

when 0 < p < 1.
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Lemma 2.15. Let 0 < p ≤ 1 and α > −1. Then∫
Bn

|f(z)|(1 − |z|2)(n+1+α)/p−(n+1) dv(z) ≤ ‖f‖p,α

cα

for all f ∈ Ap
α, where cα is the constant defined in (2.2).

Proof. Write
|f(z)| = |f(z)|p|f(z)|1−p,

and estimate the second factor using Theorem 2.1. The desired result follows. ��
The exponent of (1 − |z|2) in the preceding lemma is the best possible; see The-

orem 2.1. We should think of the above result as embedding the Bergman space Ap
α

into a Bergman L1 space.

Theorem 2.16. Suppose α > −1, p > 0, and f is holomorphic in Bn. Then the
following conditions are equivalent:

(a) f ∈ Ap
α.

(b) |∇̃f(z)| is in Lp(Bn, dvα).
(c) (1 − |z|2)|∇f(z)| is in Lp(Bn, dvα).
(d) (1 − |z|2)|Rf(z)| is in Lp(Bn, dvα).

Proof. Lemma 2.14 shows that (b) implies (c), and (c) implies (d).
To prove (a) implies (b), we fix β > α and observe that there exists a constant

C1 > 0 such that

|∇g(0)|p ≤ C1

∫
Bn

|g(w)|p dvβ(w)

for all holomorphic g in Bn; see Lemma 2.4. Let g = f ◦ ϕz , where z ∈ Bn and ϕz

is the biholomorphic mapping of Bn that interchanges 0 and z, and make an obvious
change of variables according to Proposition 1.13. We obtain

|∇̃f(z)|p ≤ C1(1 − |z|2)n+1+β

∫
Bn

|f(w)|p dvβ(w)
|1 − 〈z, w〉|2(n+1+β)

.

An application of Fubini’s theorem and part (3) of Theorem 1.12 then gives∫
Bn

|∇̃f(z)|p dvα(z) ≤ C2

∫
Bn

|f(z)|p dvα(z)

for some constant C2 > 0 and all f holomorphic in Bn. Actually, replacing f by
f − f(0), we have∫

Bn

|∇̃f(z)|p dvα(z) ≤ C2

∫
Bn

|f(z) − f(0)|p dvα(z).
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To prove (d) implies (a), we assume that f is a holomorphic function in Bn such
that the function (1 − |z|2)Rf(z) is in Lp(Bn, dvα). Let β be a sufficiently large
positive constant. Then

Rf(z) =
∫

Bn

Rf(w) dvβ(w)
(1 − 〈z, w〉)n+1+β

, z ∈ Bn,

by Theorem 2.2. Since Rf(0) = 0, we have

Rf(z) =
∫

Bn

Rf(w)
(

1
(1 − 〈z, w〉)n+1+β

− 1
)

dvβ(w), z ∈ Bn.

It follows that

f(z)− f(0) =
∫ 1

0

Rf(tz)
t

dt =
∫

Bn

Rf(w)L(z, w) dvβ(w),

where the kernel

L(z, w) =
∫ 1

0

(
1

(1 − t〈z, w〉)n+1+β
− 1
)

dt

t

satisfies

|L(z, w)| ≤ C3

|1 − 〈z, w〉|n+β

for all z and w in Bn; see Exercise 2.24. So

|f(z) − f(0)| ≤ C4

∫
Bn

(1 − |w|2)|Rf(w)| dvβ−1(w)
|1 − 〈z, w〉|n+β

.

If 1 ≤ p < ∞ and β is large enough so that

0 < α + 1 < pβ,

then Theorem 2.10 shows that∫
Bn

|f(z) − f(0)|p dvα(z) ≤ C5

∫
Bn

(
(1 − |z|2)|Rf(z)|)p dvα(z).

The case 0 < p < 1 calls for a different proof. We start from the inequality

|f(z) − f(0)| ≤ C6

∫
Bn

∣∣∣∣ Rf(w)
(1 − 〈z, w〉)n+β

∣∣∣∣ (1 − |w|2)β dv(w)

from the previous paragraph. Assume β is sufficiently large so we can set

β =
n + 1 + β′

p
− (n + 1),

with β′ > α + p > −1. By Lemma 2.15, we have
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|f(z) − f(0)|p ≤ C7

∫
Bn

∣∣∣∣ Rf(w)
(1 − 〈z, w〉)n+β

∣∣∣∣p dvβ′(w),

where C7 > 0 is a constant independent of f . A use of Fubini’s theorem and part (3)
of Theorem 1.12 then gives∫

Bn

|f(z) − f(0)|p dvα(z) ≤ C8

∫
Bn

(
(1 − |z|2)|Rf(z)|)p dvα(z).

This completes the proof of the theorem. ��
Note that the proof of the above theorem actually produces equivalent norms on

Ap
α in terms of the radial derivative, the gradient, and the invariant gradient of f .

Theorem 2.17. Suppose α > −1, p > 0, N is a positive integer, and f is holomor-
phic in Bn. Then f ∈ Ap

α if and only if the functions

(1 − |z|2)N ∂mf

∂zm
(z), |m| = N,

all belong to Lp(Bn, dvα).

Proof. The case N = 1 follows from the equivalence of (a) and (c) in Theorem 2.16.
We prove the case N = 2 here; the general case can then be proved using the same
idea and induction.

So we assume f ∈ Ap
α. By the equivalence of (a) and (c) in Theorem 2.16, each

function ∂f/∂zi is in Ap
α+p, where 1 ≤ i ≤ n. This in turn implies that each function

(1 − |z|2) ∂2f

∂zi∂zj
(z)

is in Lp(Bn, dvα+p), or equivalently, each function

(1 − |z|2)2 ∂2f

∂zi∂zj
(z)

is in Lp(Bn, dvα), where 1 ≤ i, j ≤ n.
The arguments in the previous paragraph can be reversed. So the desired result is

proved for N = 2. ��
It should be clear that the integral∫

Bn

|f(z)|p dvα(z)

is comparable to the quantity∑
|m|≤N

∣∣∣∣∂mf

∂zm
(0)
∣∣∣∣+ ∑

|m|=N

∫
Bn

∣∣∣∣(1 − |z|2)N ∂mf

∂zm
(z)
∣∣∣∣p dvα(z)

whenever f is holomorphic in Bn.
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Lemma 2.18. Suppose neither n+s nor n+s+ t is a negative integer. If β = s+N
for some positive integer N , then there exists a one-variable polynomial h of degree
N such that

Rs,t 1
(1 − 〈z, w〉)n+1+β

=
h(〈z, w〉)

(1 − 〈z, w〉)n+1+β+t
.

There also exists a polynomial P (z, w) such that

Rs,t
1

1 − 〈z, w〉)n+1+β+t
=

P (z, w)
(1 − 〈z, w〉)n+1+β

.

Proof. Recall that

1
(1 − 〈z, w〉)λ

=
∞∑

k=0

Γ(k + λ)
k! Γ(λ)

〈z, w〉k (2.14)

for any λ 
= 0,−1,−2, · · ·. It follows from the definition of Rs,t that for β = s + 1
we can find a constant C such that

Rs,t 1
(1 − 〈z, w〉)n+1+β

= C

∞∑
k=0

k + n + 1 + s

k!
Γ(n + 1 + k + s + t)〈z, w〉k,

which easily breaks into the sum of

C〈z, w〉
∞∑

k=0

Γ(n + 1 + k + β + t)
k!

〈z, w〉k =
C Γ(n + 1 + β + t)
(1 − 〈z, w〉)n+1+β+t

and

C(n + 1 + s)
∞∑

k=0

Γ(n + 1 + k + s + t)
k!

〈z, w〉k =
C(n + 1 + s)Γ(n + 1 + s + t)

(1 − 〈z, w〉)n+1+s+t
.

Adding these up proves the desired result for Rs,t when β = s + 1.
In general, if β = s + N , then there exists a constant CN such that

Rs,t 1
(1 − 〈z, w〉)n+1+β

= CN

∞∑
k=0

p(k)Γ(n + 1 + k + s + t)
k!

〈z, w〉k,

where p(k) is a polynomial of k of degree N . We can write p(k) as a linear combi-
nation of

1, k, k(k − 1), · · · , k(k − 1) · · · (k − N + 1).

And the proof for Rs,t proceeds exactly the same as in the case N = 1.
To prove the result for Rs,t, we use Proposition 1.14 to write

Rs,t
1

(1 − 〈z, w〉)n+1+β+t
= Rs,tR

s+t,N 1
(1 − 〈z, w〉)n+1+s+t

.
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We then use the commutativity of Rs,t and Rs+t,N to obtain

Rs,t
1

(1 − 〈z, w〉)n+1+β+t
= Rs+t,NRs,t

1
(1 − 〈z, w〉)n+1+s+t

.

Use Proposition 1.14 again. We have

Rs,t
1

(1 − 〈z, w〉)n+1+β+t
= Rs+t,N 1

(1 − 〈z, w〉)n+1+s
.

The desired result for Rs,t now follows from Proposition 1.15. ��
We can use the above lemma to compare the behavior of Rs,t and Rβ,t. In fact,

in a very broad sense, Rs,tf and Rβ,tf are comparable for any holomorphic function
f . To see this, we write

h(〈z, w〉) =
N∑

k=0

Ck(1 − 〈z, w〉)k,

where Ck are constants. Then

Rs,t 1
(1 − 〈z, w〉)n+1+β

=
N∑

k=0

Ck
1

(1 − 〈z, w〉)n+1+β+t−k
,

which, according to Proposition 1.14, is the same as

Rs,t 1
(1 − 〈z, w〉)n+1+β

=
N∑

k=0

CkRβ+t−k,kRβ,t 1
(1 − 〈z, w〉)n+1+β

.

Differentiating with respect to w, we obtain

Rs,t = C0R
β,t +

N∑
k=1

CkRβ+t−k,kRβ,t.

It is easy to see that C0 
= 0. Also, for each 1 ≤ k ≤ N , the function Rβ+t−k,kRβ,tf
is a k-th integral of Rβ,tf , and so is more regular than Rβ,tf . This shows that the
behavior of Rs,tf and Rβ,tf are often the same. Exercise 2.22 gives such an exam-
ple.

Theorem 2.19. Suppose α > −1, p > 0, and t > 0. If neither n + s nor n + s + t
is a negative integer, then there exist positive constants c and C such that

c

∫
Bn

|f(z)|p dvα(z) ≤
∫

Bn

∣∣(1 − |z|2)tRs,tf(z)
∣∣p dvα(z) ≤ C

∫
Bn

|f(z)|p dvα(z)

for all holomorphic functions f in Bn.
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Proof. First assume that f ∈ Ap
α. If β = s + N , where N is a sufficiently large

positive integer, we have the integral representation

f(z) =
∫

Bn

f(w) dvβ(w)
(1 − 〈z, w〉)n+1+β

, z ∈ Bn.

Apply the operator Rs,t inside the integral and use Lemma 2.18. We find a constant
C1 > 0 such that

|Rs,tf(z)| ≤ C1

∫
Bn

|f(w)| dvβ(w)
|1 − 〈z, w〉|n+1+β+t

, (2.15)

and so

(1 − |z|2)t|Rs,tf(z)| ≤ C1(1 − |z|2)t

∫
Bn

|f(w)| dvβ(w)
|1 − 〈z, w〉|n+1+β+t

, z ∈ Bn.

If p ≥ 1 and N is large enough so that

α + 1 < p(β + 1),

then it follows from Theorem 2.10 that∫
Bn

∣∣(1 − |z|2)tRs,tf(z)
∣∣p dvα(z) ≤ C2

∫
Bn

|f(z)|p dvα(z)

for some constant C2 > 0 (independent of f ).
If 0 < p < 1, we write

β =
n + 1 + α′

p
− (n + 1).

Here we assume that N is large enough so that α′ > α. By (2.15) and Lemma 2.15,
there exists a constant C3 > 0 such that

|Rs,tf(z)|p ≤ C3

∫
Bn

∣∣∣∣ f(w)
(1 − 〈w, z〉)n+1+β+t

∣∣∣∣p dvα′ (w)

= C3

∫
Bn

|f(w)|p dvα′(w)
|1 − 〈z, w〉|n+1+α′+pt

.

An application of Fubini’s theorem in combination of Theorem 1.12 shows that∫
Bn

(1 − |z|2)pt|Rs,tf(z)|p dvα(z) ≤ C4

∫
Bn

|f(w)|p dvα(w),

where C4 is a positive constant independent of f .
Next assume that the function (1 − |z|2)tRs,tf(z) belongs to Lp(Bn, dvα). By

the remark following Lemma 2.18 (also see Exercise 2.22), the function
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g(z) =
cβ+t

cβ
(1 − |z|2)tRβ,tf(z)

also belongs to Lp(Bn, dvα). Using Corollary 2.3, Fubini’s theorem, and Theo-
rem 2.2, we check that f = Pβg. If 1 ≤ p < ∞, then Theorem 2.11 shows that
f is in Ap

α. When 0 < p < 1, we write f = Pβg as

f(z) = C5

∫
Bn

Rβ,tf(w)
(1 − 〈z, w〉)n+1+β

(1 − |w|2)β+t dv(w), z ∈ Bn,

where C5 is a positive constant. We further assume that N is large enough so that

β + t =
n + 1 + α′

p
− (n + 1)

for some α′ > −1. We can then apply Lemma 2.15 to obtain

|f(z)|p ≤ C6

∫
Bn

|Rβ,tf(w)|p
|1 − 〈w, z〉|(n+1+β)p

dvα′ (w)

for all z ∈ Bn. Observe that

(n + 1 + β)p = n + 1 + α′ − pt = n + 1 + α + (α′ − pt − α),

and that we may assume that N is so large that

α′ − pt − α > 0.

Using Fubini’s theorem and Theorem 1.12, we deduce that∫
Bn

|f(z)|p dvα(z) ≤ C7

∫
Bn

(1 − |w|2)pt|Rs,tf(w)|p dvα(w),

where C7 is a positive constant. This completes the proof of the theorem. ��
When p = 2, both integrals in the preceding theorem can be evaluated using

the Taylor expansions of f and Rs,tf . The desired result then follows easily from
Stirling’s formula for the gamma function.

2.4 Carleson Type Measures

In this section we are interested in measures µ on the unit ball with the property that
Lp(Bn, µ) contains the Bergman space Ap

α. Such measures will be termed Carleson
type measures. It turns out that the requirements on µ are independent of p.

Recall that for r > 0 and z ∈ Bn the set

D(z, r) = {w ∈ Bn : β(z, w) < r} (2.16)

is a Bergman metric ball at z.
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Lemma 2.20. For each r > 0 there exists a positive constant Cr such that

C−1
r ≤ 1 − |a|2

1 − |z|2 ≤ Cr (2.17)

and

C−1
r ≤ 1 − |a|2

|1 − 〈a, z〉| ≤ Cr (2.18)

for all a and z in Bn with β(a, z) < r. Moreover, if r is bounded above, then we may
choose Cr to be independent of r.

Proof. Given any two points a and z in Bn with β(a, z) < r, we can write z =
ϕa(w) for some w ∈ Bn with β(0, w) < r. It follows from Lemma 1.2 that

1 − |z|2 =
(1 − |w|2)(1 − |a|2)

|1 − 〈a, w〉|2 .

Since D(0, r) is actually a Euclidean ball centered at the origin with Euclidean radius
less than 1, we can easily find a positive constant C such that

C−1 ≤ |1 − 〈a, w〉|2
1 − |w|2 ≤ C

for all a ∈ Bn and w ∈ D(0, r), so

C−1 ≤ 1 − |a|2
1 − |z|2 ≤ C

for all a and z with β(a, z) < r, and (2.17) is proved.
Since z = ϕa(w) if and only if w = ϕa(z), we can also apply Lemma 1.2 to

obtain

1 − |w|2 =
(1 − |a|2)(1 − |z|2)

|1 − 〈a, z〉|2 .

By the previous paragraph, 1−|w|2 is bounded by positive constants from both above
and below, and 1 − |a|2 is comparable to 1 − |z|2, the estimates in (2.18) are now
obvious. ��
Corollary 2.21. Suppose −∞ < α < ∞, r1 > 0, r2 > 0, and r3 > 0. Then there
exists a constant C > 0 such that

C−1 ≤ vα(D(z, r1))
vα(D(w, r2))

≤ C

for all z and w in Bn with β(z, w) ≤ r3.

Proof. This follows from Lemmas 1.24 and 2.20. ��
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Many techniques in analysis involve covering lemmas, namely, ways to decom-
pose the underlying domain into special nice pieces. We now present a useful de-
composition of the open unit ball Bn into Bergman metric balls.

Lemma 2.22. Given any positive number R and natural number M , there exists a
natural number N such that every Bergman metric ball of radius r, where r ≤ R,
can be covered by N Bergman metric balls of radius r/M .

Proof. Fix a Bergman metric ball D(a, r) with 0 < r ≤ R. Let δ = r/M and
let {D(ak, δ/2)} be any finite covering of D(a, r), where each ak ∈ D(a, r). Set
a′
1 = a1 and let a′

2 be the first of {a2, a3, · · ·} such that β(a′
2, a

′
1) ≥ δ/2, if such a

term can be found. Let a′
3 be the first term after a′

2 whose Bergman distance is at least
δ/2 from both a′

1 and a′
2. After this process stops, we obtain a covering {D(a′

k, δ)}
of D(a, r) with β(a′

i, a
′
j) ≥ δ/2 for i 
= j.

Since the sets {D(a′
k, r/(4M))} are disjoint and contained in D(a, r+r/(4M)),

we have ∑
k

v
(
D
(
a′

k,
r

4M

))
≤ v

(
D
(
a, r +

r

4M

))
.

By Corollary 2.21, there exists a constant C > 0, independent of r but dependent on
R and M , such that

v
(
D
(
a, r +

r

4M

))
≤ Cv

(
D
(
a′

k,
r

4M

))
for each k. It follows that k ≤ C, so the natural number N = [C]+ 1 has the desired
properties. ��
Theorem 2.23. There exists a positive integer N such that for any 0 < r ≤ 1 we can
find a sequence {ak} in Bn with the following properties:

(1) Bn = ∪kD(ak, r).
(2) The sets D(ak, r/4) are mutually disjoint.
(3) Each point z ∈ Bn belongs to at most N of the sets D(ak, 4r).

Proof. Fix any r ∈ (0, 1]. It is easy to find a sequence {ak} such that

Bn =
⋃
k

D(ak, r)

and that β(ai, aj) ≥ r/2 for all i 
= j; see the first part of the proof of Lemma 2.22.
Property (2) then follows from the triangle inequality.

By Lemma 2.22, there exists a positive integer N , independent of r, such that
every Bergman metric ball of radius 4r can be covered by N Bergman metric balls
of radius r/4. We show that property (3) must hold. In fact, if

z ∈
N+1⋂
i=1

D(aki , 4r),
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then aki ∈ D(z, 4r) for 1 ≤ i ≤ N + 1. Let D(zi, r/4), 1 ≤ i ≤ N , be a cover
of D(z, 4r). Then at least one of D(zi, r/4) must contain two of akj , 1 ≤ j ≤
N + 1. By the triangle inequality, these two points must have Bergman distance less
than r/2, which contradicts the second assumption made on {ak} in the previous
paragraph. This finishes the proof of the theorem. ��

Note that the radius 4r above is nothing special. We could have proved the result
for any fixed radius greater than r/4. We are going to call r the separation constant
for the sequence {ak}, and we are going to call {ak} an r-lattice in the Bergman
metric.

Lemma 2.24. Suppose r > 0, p > 0, and α > −1. Then there exists a constant
C > 0 such that

|f(z)|p ≤ C

(1 − |z|2)n+1+α

∫
D(z,r)

|f(w)|p dvα(w)

for all f ∈ H(Bn) and all z ∈ Bn.

Proof. Recall from Proposition 1.21 that D(0, r) is a Euclidean ball centered at the
origin with Euclidean radius R = tanh(r). So the subharmonicity of |f |p and Corol-
lary 1.29 show that

|f(0)|p ≤ 1
vα(D(0, r))

∫
D(0,r)

|f(w)|p dvα(w)

for all holomorphic f in Bn. Replace f by f ◦ ϕz and make a change of variables
according to Proposition 1.13. Then

|f(z)|p ≤ 1
vα(D(0, r))

∫
D(z,r)

|f(w)|p (1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)
dvα(w).

The desired result then follows from Lemma 2.20. ��
Note that the above result can be restated as follows:

|f(z)|p ≤ C

vα(D(z, r))

∫
D(z,r)

|f(w)|p dvα(w), z ∈ Bn, (2.19)

where f is holomorphic and C is a constant independent of f and z; see Lemma 1.24.

Theorem 2.25. Suppose p > 0, r > 0, α > −1, and µ is a positive Borel measure
on Bn. Then the following conditions are equivalent:

(a) There exists a constant C > 0 such that∫
Bn

|f(z)|p dµ(z) ≤ C

∫
Bn

|f(z)|p dvα(z)

for all holomorphic f in Bn.
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(b) There exists a constant C > 0 such that∫
Bn

(1 − |a|2)n+1+α

|1 − 〈z, a〉|2(n+1+α)
dµ(z) ≤ C

for all a ∈ Bn.
(c) There exists a constant C > 0 such that

µ(D(a, r)) ≤ C(1 − |a|2)n+1+α

for all a ∈ Bn.
(d) There exists a constant C > 0 such that

µ(D(ak, r)) ≤ C(1 − |ak|2)n+1+α

for all k ≥ 1, where {ak} is the sequence in Theorem 2.23.

Proof. It is easy to see that (a) implies (b). In fact, setting

f(z) =
(

(1 − |a|2)n+α+1

(1 − 〈z, a〉)2(n+1+α)

)1/p

in (a) immediately yields (b).
If (b) is true, then∫

D(a,r)

(1 − |a|2)n+1

|1 − 〈z, a〉|2(n+1+α)
dµ(z) ≤ C

for all a ∈ Bn. This along with Lemma 2.20 shows that (c) must be true.
That (c) implies (d) is trivial.
It remains to prove that (d) implies (a). So we assume that there exists a constant

C1 > 0 such that
µ(D(ak, r)) ≤ C1(1 − |ak|2)n+1+α

for all k ≥ 1. If f is holomorphic in Bn, then∫
Bn

|f(z)|p dµ(z) ≤
∞∑

k=1

∫
D(ak,r)

|f(z)|p dµ(z)

≤
∞∑

k=1

µ(D(ak, r)) sup{|f(z)|p : z ∈ D(ak, r)}.

By Lemmas 2.24 and 2.20, there exists a constant C2 > 0 such that

sup{|f(z)|p : z ∈ D(ak, r)} ≤ C2

(1 − |ak|2)n+1+α

∫
D(ak,2r)

|f(w)|p dvα(w)

for all k ≥ 1. It follows that
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Bn

|f(z)|p dµ(z) ≤ C1C2

∞∑
k=1

∫
D(ak,2r)

|f(w)|p dvα(w)

for all holomorphic f in Bn. Since every point in Bn belongs to at most N of the sets
D(ak, 2r), we must have∫

Bn

|f(z)|p dµ(z) ≤ C1C2N

∫
Bn

|f(w)|p dvα(w)

for all f holomorphic in Bn. This completes the proof of the theorem. ��
Since (1 − |a|2)n+1+α is comparable to vα(D(a, r)), conditions (c) and (d) in

Theorem 2.25 are equivalent to

µ(D(a, r)) ≤ Cvα(D(a, r)), a ∈ Bn,

and
µ(D(ak, r)) ≤ Cvα(D(ak, r)), k ≥ 1,

respectively.
We say that a sequence {fk} in Ap

α converges to 0 ultra-weakly if {‖fk‖p,α} is
bounded and fk(z) → 0 for every z ∈ Bn.

Theorem 2.26. Suppose p > 0, r > 0, α > −1, and µ is a positive Borel measure
on Bn. Then the following conditions are equivalent:

(a) Whenever {fk} converges ultra-weakly to 0 in Ap
α, we have

lim
k→∞

∫
Bn

|fk(z)|p dµ(z) = 0.

(b) The measure µ satisfies

lim
|a|→1−

∫
Bn

(1 − |a|2)n+1+α

|1 − 〈z, a〉|2(n+1+α)
dµ(z) = 0.

(c) The measure µ has the property that

lim
|a|→1−

µ(D(a, r))
(1 − |a|2)n+1+α

= 0.

(d) For the sequence {ak} from Theorem 2.23 we have

lim
k→∞

µ(D(ak, r))
(1 − |ak|2)n+1+α

= 0.

Proof. The proof is similar to that of Theorem 2.25. We leave the details to the
interested reader. ��
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Once again, conditions (c) and (d) in Theorem 2.26 can be reformulated as

lim
|a|→1−

µ(D(a, r))
vα(D(a, r))

= 0,

and

lim
k→∞

µ(D(ak, r))
vα(D(ak, r))

= 0,

respectively.

2.5 Atomic Decomposition

In this section we show that every function in the Bergman space Ap
α can be decom-

posed into a series of very nice functions (called atoms). These atoms are defined in
terms of kernel functions and in some sense act as a basis for the space Ap

α.

Lemma 2.27. For any R > 0 and any real b there exists a constant C > 0 such that∣∣∣∣(1 − 〈z, u〉)b

(1 − 〈z, v〉)b
− 1
∣∣∣∣ ≤ Cβ(u, v)

for all z, u, and v in Bn with β(u, v) ≤ R.

Proof. If u and v satisfy β(u, v) ≤ R, we can write v = ϕu(w) with |w| ≤ r, where
r = tanhR ∈ (0, 1). Let z′ = ϕu(z). Then by Lemma 1.3,

1 − 〈z, u〉 =
1 − |u|2

1 − 〈z′, u〉 ,

and

1 − 〈z, v〉 =
(1 − |u|2)(1 − 〈z′, w〉)

(1 − 〈z′, u〉)(1 − 〈u, w〉) .

So
(1 − 〈z, u〉)b

(1 − 〈z, v〉)b
− 1 =

(1 − 〈u, w〉)b − (1 − 〈z′, w〉)b

(1 − 〈z′, w〉)b
.

Since |w| < r, we have
1 − r < |1 − 〈z′, w〉| < 2.

Also, because |〈u, w〉| < r and |〈z′, w〉| < r, there exists a constant C1 > 0, de-
pending on r and b, such that

|(1 − 〈u, w〉)b − (1 − 〈z′, w〉)b| ≤ C1|〈z′, w〉 − 〈u, w〉| ≤ 2C1|w|.
On the relatively compact set |w| < r, the Bergman metric is equivalent to the
Euclidean metric. Thus there exists a constant C2 > 0 such that

|w| ≤ C2β(0, w) = C2β(0, ϕu(v)) = C2β(u, v)

whenever v = ϕu(w) with β(u, v) < R. This completes the proof of the lemma. ��
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Let b = 1 in the preceding lemma and apply the triangle inequality, then let
b = −1 and apply the triangle inequality. We see that for any R > 0 there exists a
constant C > 0 such that

C−1 ≤ |1 − 〈z, u〉|
|1 − 〈z, v〉| ≤ C (2.20)

for all z ∈ Bn and all u and v with β(u, v) ≤ R. This generalizes the estimates in
Lemma 2.20.

In the remainder of this section we fix a sequence {ak} chosen according to
Theorem 2.23. Let r be the separation constant for {ak}.

Lemma 2.28. For each k ≥ 1 there exists a Borel set Dk satisfying the following
conditions:

(i) D(ak, r/4) ⊂ Dk ⊂ D(ak, r) for every k.

(ii) Dk ∩ Dj = ∅ for k 
= j.

(iii) Bn = ∪Dk.

Proof. For any k ≥ 1 let

Ek = D(ak, r) −
⋃
j 	=k

D(aj , r/4).

Then each Ek contains D(ak, r/4) and is contained in D(ak, r). Also, {Ek} covers
Bn. In fact, if z ∈ Bn, then z ∈ D(ak, r) for some k. If z ∈ D(aj , r/4) for some
j 
= k, then z ∈ Ej ; otherwise, z ∈ Ek.

Let D1 = E1 and inductively define

Dk+1 = Ek+1 −
k⋃

i=1

Di, k ≥ 1.

Then {Dk} is clearly a disjoint cover of Bn. In fact, if z ∈ Bn, then z ∈ Ek for some
k. If k = 1, then z ∈ D1. If k > 1, then either we have z ∈ Di for some 1 ≤ i < k,
or we have z ∈ Dk.

For each k ≥ 1 we have

Dk ⊂ Ek ⊂ D(ak, r).

It is clear that D1 = E1 contains D(a1, r/4). To see that each Dk+1 contains
D(ak+1, r/4), we fix k ≥ 1 and fix z ∈ D(ak+1, r/4) ⊂ Ek+1. Then z 
∈ Ei

for any 1 ≤ i ≤ k, which implies that z 
∈ Di for any 1 ≤ i ≤ k. This shows that

z ∈ Ek+1 −
k⋃

i=1

Di = Dk+1,

and the proof of the lemma is complete. ��
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We fix a real parameter b > n and let β = b − (n + 1). Define an operator T as
follows.

Tf(z) =
∫

Bn

(1 − |w|2)b−(n+1)

|1 − 〈z, w〉|b f(w) dv(w), (2.21)

where f ∈ L1(Bn, dvβ). We emphasize that the operator T depends on the parameter
b.

We need to further partition the sets {Dk} in Lemma 2.28. In fact, we partition
the set D1 and use automorphisms to carry the partition to other Dk’s. To this end,
we let η denote a positive radius that is much smaller than the separation constant r,
in the sense that the quotient η/r is small. We fix a finite sequence {z1, · · · , zJ} in
D(0, r), depending on η, such that {D(zj , η)} cover D(0, r) and that {D(zj , η/4)}
are disjoint. We then enlarge each set D(zj , η/4)∩D(0, r) to a Borel set Ej in such
a way that Ej ⊂ D(zj , η) and that

D(0, r) =
J⋃

j=1

Ej

is a disjoint union; see the proof of Lemma 2.28 for how to achieve this.
For k ≥ 1 and 1 ≤ j ≤ J we define akj = ϕak

(zj) and

Dkj = Dk ∩ ϕak
(Ej).

It is clear that akj ∈ D(ak, r) for all k ≥ 1 and 1 ≤ j ≤ J . Since

Dk =
J⋃

j=1

Dkj

is a disjoint union for every k, we obtain a disjoint decomposition

Bn =
∞⋃

k=1

J⋃
j=1

Dkj

of Bn.
We define an operator S on H(Bn) as follows.

Sf(z) =
∞∑

k=1

J∑
j=1

vβ(Dkj)f(akj)
(1 − 〈z, akj〉)b

. (2.22)

We emphasize that the operator S depends on both the parameter b and the partition
{Dkj} (and hence also on the separation constants r and η).

The following lemma is the key to atomic decompositions for Bergman spaces,
the Bloch space, and BMOA.
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Lemma 2.29. For any p > 0 and α > −1 there exists a constant C > 0, independent
of the separation constants r and η, such that

|f(z) − Sf(z)| ≤ Cσ

∞∑
k=1

(1 − |ak|2)(pb−n−1−α)/p

|1 − 〈z, ak〉|b
[∫

D(ak,2r)

|f(w)|p dvα(w)

] 1
p

for all r ≤ 1, z ∈ Bn, and f ∈ H(Bn), where

σ = η +
tanh(η)

(tanh(r))1−2n(1−1/p)
.

Proof. Without loss of generality we may assume that f ∈ A1
β . Then by Theo-

rem 2.2,

f(z) =
∫

Bn

f(w) dvβ(w)
(1 − 〈z, w〉)b

, z ∈ Bn.

Since {Dkj} is a partition of Bn, we can write

f(z) − Sf(z) =
∞∑

k=1

J∑
j=1

∫
Dkj

[
f(w)

(1 − 〈z, w〉)b
− f(akj)

(1 − 〈z, akj〉)b

]
dvβ(w).

By the triangle inequality,

|f(z) − Sf(z)| ≤ I(z) + H(z),

where

I(z) =
∞∑

k=1

J∑
j=1

1
|1 − 〈z, akj〉|b

∫
Dkj

|f(w) − f(akj)| dvβ(w),

and

H(z) =
∞∑

k=1

J∑
j=1

1
|1 − 〈z, akj〉|b

∫
Dkj

∣∣∣∣ (1 − 〈z, akj〉)b

(1 − 〈z, w〉)b
− 1
∣∣∣∣ |f(w)| dvβ(w).

We first estimate I(z). For any 1 ≤ k < ∞ and 1 ≤ j ≤ J let

Ikj =
∫

Dkj

|f(w) − f(akj)| dvβ(w).

By a change of variables,

Ikj = (1 − |akj |2)n+1+β

∫
Ekj

|f ◦ ϕakj
(w) − f ◦ ϕakj

(0)|
|1 − 〈w, akj〉|2(n+1+β)

dvβ(w),
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where

Ekj = ϕakj
(Dkj) ⊂ ϕakj

◦ ϕak
(Ej)

⊂ ϕakj
◦ ϕak

(D(zj , η))
= ϕakj

(D(akj , η)) = D(0, η).

For w ∈ Ekj the quantities (1 − |w|2)β and |1 − 〈w, akj〉| are both bounded from
below and from above. Also, since each akj ∈ D(ak, r), the quantities 1 − |akj |2
and 1− |ak|2 are comparable. Therefore, there exists a constant C > 0, independent
of r and η, such that

Ikj ≤ C(1 − |ak|2)n+1+β

∫
Ekj

|f ◦ ϕakj
(w) − f ◦ ϕakj

(0)| dv(w).

In the rest of this proof, we let C denote a positive constant (independent of r, η, k,
and j) whose exact value may change from one occurence to another.

Write r′ = tanh(r), η′ = tanh(η), and R = η′/r′. Since η is much smaller than
r, we may as well assume that R ≤ 1

2 . By Lemma 2.4, there exists a constant C > 0
such that

|∇h(z)| ≤ C

(∫
Bn

|h(w)|p dv(w)
)1/p

, |z| ≤ R,

where h is any function in H(Bn). Consider h(z) = g(r′z), where

g(z) = f ◦ ϕakj
(z), z ∈ Bn.

After a change of variables, we obtain

r′|∇g(r′z)| ≤ C

(
1

(r′)2n

∫
D(0,r)

|g(w)|p dv(w)

)1/p

for all |z| ≤ R. Equivalently,

|∇g(z)| ≤ C

(r′)1+(2n/p)

(∫
D(0,r)

|g(w)|p dv(w)

)1/p

for all z ∈ D(0, η). For any w ∈ Ekj ⊂ D(0, η), the identity

g(w) − g(0) =
∫ 1

0

(
n∑

i=1

wi
∂g

∂wi
(tw)

)
dt

leads to
|g(w) − g(0)| ≤ η′ sup{|∇g(u)| : u ∈ D(0, η)}.

So, going back to Ikj , we have

Ikj ≤ Cη′(1 − |ak|2)n+1+βv(Ekj) sup{|∇g(u)| : u ∈ D(0, η)}.
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Combining this with the earlier estimate on the complex gradient of g, we obtain

Ikj ≤ Cη′

(r′)1+(2n/p)
(1 − |ak|2)n+1+βv(Ekj)

(∫
D(0,r)

|g(w)|p dv(w)

)1/p

.

By a change of variables again,∫
D(0,r)

|g|p dv =
∫

D(akj ,r)

|f(w)|p (1 − |akj |2)n+1 dv(w)
|1 − 〈w, akj〉|2(n+1)

.

By Lemma 2.27, the quantities 1− |akj |2 and |1 − 〈w, akj〉| are both comparable to
1−|ak|2, where w ∈ D(akj , r). This along with the fact that D(akj , r) ⊂ D(ak, 2r)
shows that ∫

D(0,r)

|g|p dv ≤ C

(1 − |ak|2)n+1

∫
D(ak,2r)

|f(w)|p dv(w).

Since 1 − |ak|2 is comparable to 1 − |w|2 for w ∈ D(ak, 2r), we have∫
D(0,r)

|g|p dv ≤ C

(1 − |ak|2)n+1+α

∫
D(ak,2r)

|f(w)|p dvα(w).

Combining this with the estimate in the previous paragraph, we obtain

Ikj ≤ Cη′

(r′)1+(2n/p)
(1 − |ak|2)(pb−n−1−α)/pv(Ekj)

(∫
D(ak,2r)

|f |p dvα

)1/p

.

Since
J∑

j=1

v(Ekj) ≤ Jv(D(0, η)) = J(η′)2n

and

v(D(0, r)) =
J∑

j=1

v(Ej) ≥
J∑

j=1

v(D(zj , η/4)) ≥ CJ(η′)2n,

where the last inequality follows from Lemma 1.23, we have

J∑
j=1

v(Ekj) ≤ Cv(D(0, r)) = C(r′)2n.

Combining this with the estimate in the previous paragraph, we obtain

J∑
j=1

Ikj ≤ Cη′

(r′)1−2n+(2n/p)
(1 − |ak|2)(pb−n−1−α)/p

(∫
D(ak,2r)

|f |p dvα

)1/p

.
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For each k ≥ 1 and 1 ≤ j ≤ J it follows from Lemma 2.27 that |1 − 〈z, akj〉|b is
comparable to |1 − 〈z, ak〉|b. Therefore,

I(z) ≤ Cη′

(r′)1−2n+(2n/p)

∞∑
k=1

(1 − |ak|2)(pb−n−1−α)/p

|1 − 〈z, ak〉|b
[∫

D(ak,2r)

|f |p dvα

]1/p

.

To estimate H(z), we let

Hkj =
∫

Dkj

∣∣∣∣ (1 − 〈z, akj〉)b

(1 − 〈z, w〉)b
− 1
∣∣∣∣ |f(w)| dvβ(w)

for k ≥ 1 and 1 ≤ j ≤ J . By Lemma 2.27 and (2.17) ,

Hkj ≤ Cη(1 − |ak|2)β

∫
Dkj

|f(w)| dv(w).

For every w ∈ Dkj we use Lemma 2.24 to get

|f(w)| ≤ C

(
1

(1 − |ak|2)n+1+α

∫
D(ak,2r)

|f(w)|p dvα(w)

)1/p

.

Then

Hkj ≤ Cη(1 − |ak|2)β−(n+1+α)/pv(Dkj)

(∫
D(ak,2r)

|f(w)|p dvα(w)

)1/p

.

Since
J∑

j=1

v(Dkj) = v(Dk) ≤ v(D(ak, r)) ≤ C(1 − |ak|2)n+1,

we deduce that

J∑
j=1

Hkj ≤ Cη(1 − |ak|2)(pb−n−1−α)/p

(∫
D(ak,2r)

|f(w)|p dvα(w)

)1/p

.

According to Lemma 2.27, |1− 〈z, akj〉|b is comparable to |1− 〈z, ak〉|b. It follows
that

H(z) ≤ Cη

∞∑
k=1

(1 − |ak|2)(pb−n−1−α)/p

|1 − 〈z, ak〉|b
(∫

D(ak,2r)

|f(w)|p dvα(w)

)1/p

.

This completes the proof of the lemma. ��
We can now prove the main result of this section.
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Theorem 2.30. Suppose p > 0, α > −1, and

b > n max
(

1,
1
p

)
+

α + 1
p

. (2.23)

Then there exists a sequence {ak} in Bn such that Ap
α consists exactly of functions

of the form

f(z) =
∞∑

k=1

ck
(1 − |ak|2)(pb−n−1−α)/p

(1 − 〈z, ak〉)b
, z ∈ Bn, (2.24)

where {ck} belongs to the sequence space lp and the series converges in the norm
topology of Ap

α.

Proof. First consider a function f(z) defined by (2.24), where {ak} is an r-lattice in
the Bergman metric whose existence is guaranteed by Theorem 2.23. We show that
f must be in Ap

α. To this end, we write

fk(z) =
(1 − |ak|2)(pb−n−1−α)/p

(1 − 〈z, ak〉)b
.

The assumption on b implies that pb > n + 1 + α for all p > 0. Thus {fk} is a
bounded sequence in Ap

α by Theorem 1.12. Recall that the norm in Lp(Bn, dvα) is
denoted by ‖ ‖p,α.

If 0 < p ≤ 1, then

‖f‖p
p,α ≤

∞∑
k=1

|ck|p‖fk‖p
p,α.

Since {ck} ∈ lp and {fk} is bounded in Ap
α, we see that f is in Ap

α.
When p > 1, we let {Dk} denote the sets from Lemma 2.28 and consider the

function

F (z) =
∞∑

k=1

|ck|vα(Dk)−1/pχk(z), z ∈ Bn,

where χk is the characteristic function of Dk. It is clear that

‖F‖p
p,α =

∞∑
k=1

|ck|p < ∞.

The assumption on b implies that

b > n +
α + 1

p
, or, p(b − n) > α + 1,

when p > 1. By Theorem 2.10, the operator T defined in (2.21) is bounded on
Lp(Bn, dvα).

Since F is defined as a sum of nonnegative functions, we can apply T to the
function F and integrate term by term. The result is
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TF (z) =
∞∑

k=1

|ck|vα(Dk)−1/p

∫
Dk

(1 − |w|2)b−n−1

|1 − 〈z, w〉|b dv(w).

By Lemmas 1.24 and 2.20,

vα(Dk) ∼ (1 − |ak|2)n+1+α

and
1 − |w|2 ∼ 1 − |ak|2, w ∈ Dk.

Also, (2.20) tells us that |1− 〈z, w〉| is comparable to |1− 〈z, ak〉| when w ∈ Dk. It
follows that there exists a constant δ > 0 such that

TF (z) ≥ δ
∞∑

k=1

|ck| (1 − |ak|2)(pb−n−1−α)/p

|1 − 〈z, ak〉|b

for all z ∈ Bn. By the triangle inequality, we have

|f(z)| ≤ 1
δ
TF (z), z ∈ Bn.

Since F ∈ Lp(Bn, dvα) and T is bounded on Lp(Bn, dvα) (see Theorem 2.10), we
conclude that f ∈ Ap

α with∫
Bn

|f(z)|p dvα(z) ≤ C
∑

k

|ck|p

for some positive constant C independent of f .
The above proof, after some obvious minor adjustments, still works if {ak} is

replaced by {akj}. In fact, if

f(z) =
∞∑

k=1

J∑
j=1

ckj
(1 − |akj |2)(pb−n−1−α)/p

(1 − 〈z, akj〉)b
,

then we can use the facts that 1−|akj |2 ∼ 1−|ak|2 and |1−〈z, akj〉| ∼ |1−〈z, ak〉|
to obtain a constant C > 0 such that

|f(z)| ≤ C

∞∑
k=1

dk
(1 − |ak|2)(pb−n−1−α)/p

|1 − 〈z, ak〉|b ,

where

dk =
J∑

j=1

|ckj |.

By Hölder’s inequality,

|dk|p ≤ Jp/q
J∑

j=1

|ckj |p.
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Therefore, the sequence {dk} is in lp and it follows from the earlier proof that f ∈
Ap

α.
We have now completed the first part of the proof of the theorem, that is, every

function defined by (2.24) belongs to Ap
α, provided that we use a sequence {ak}

guaranteed by Theorem 2.23 or an associated sequence {akj} constructed before
Lemma 2.29. Note that so far we have not made any assumption on the separation
constants r and η.

To show that every function f ∈ Ap
α admits a representation given in (2.24), we

fix an r-lattice {ak} in the Bergman metric and consider the (almost) η-lattice {akj}
and the corresponding finer partition {Dkj} of Bn described before Lemma 2.29.
Then by Lemma 2.29 and the first part of this proof, there exists a constant C1 > 0
such that∫

Bn

|f(z) − Sf(z)|p dvα(z) ≤ C1σ
p

∞∑
k=1

∫
D(ak,2r)

|f(z)|p dvα(z),

where σ is the constant given in Lemma 2.29. Since each point of Bn belongs to at
most of N of D(ak, 2r), we have∫

Bn

|f(z) − Sf(z)|p dvα(z) ≤ C1Nσp

∫
Bn

|f(z)|p dvα(z).

If η is small enough so that C1Nσp < 1, then the operator I − S on Ap
α has norm

less than 1, where I is the identity operator. In this case, it follows from standard
functional analysis that the operator S is invertible on Ap

α. Therefore, every f ∈ Ap
α

admits a representation

f(z) =
∑
k,j

ckj
(1 − |akj |2)(pb−n−1−α)/p

(1 − 〈z, akj〉)b
,

where

ckj =
vβ(Dkj)g(akj)

(1 − |akj |2)(pb−n−1−α)/p

and g = S−1f . By Lemma 1.24,

vβ(Dkj) ≤ vβ(Dk) ∼ (1 − |ak|2)n+1+β = (1 − |ak|2)b.

Since 1− |akj|2 is comparable to 1− |ak|2, we can find a constant C2 > 0, indepen-
dent of f , such that∑

k,j

|ckj |p ≤ C2

∑
k,j

(1 − |ak|2)n+1+α|g(akj)|p.

Applying Lemma 2.24 to each g(akj), using the facts that 1 − |akj |2 is comparable
to 1 − |ak|2 and that D(akj , r) ⊂ D(ak, 2r), we obtain another constant C3 > 0
such that
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∑
kj

|ckj |p ≤ C3J
∞∑

k=1

∫
D(ak,2r)

|g(z)|p dvα(z).

Since every point of Bn belongs to at most N of the sets D(ak, 2r), we have∑
kj

|ckj |p ≤ C3JN

∫
Bn

|g(z)|p dvα(z).

This completes the proof of the theorem. ��
The proof of Theorem 2.30 tells us that if {ck} ∈ lp and if f is given by the

series representation (2.24), then∫
Bn

|f(z)|p dvα(z) ≤ C
∑

k

|ck|p

for some positive constant C independent of f . On the other hand, for any f ∈ Ap
α,

the proof of Theorem 2.30 tells us that we can choose a sequence {ck} to represent
f as in (2.24) which also satisfies∑

k

|ck|p ≤ C

∫
Bn

|f(z)|p dvα(z),

where C is a positive constant independent of f . It follows that∫
Bn

|f(z)|p dvα(z) ∼ inf

{∑
k

|ck|p : f satisfies (2.24)

}
. (2.25)

We state two special cases of the preceding theorem. The first case is when p > 1
and b = n + 1 + α.

Corollary 2.31. For any α > −1 and p > 1 there exists a sequence {ak} in Bn such
that Ap

α consists exactly of functions of the form

f(z) =
∑

k

ck
(1 − |ak|2)(n+1+α)/q

(1 − 〈z, ak〉)n+1+α
, (2.26)

where 1/p + 1/q = 1 and {ck} ∈ lp.

The next case is for p = 1 and b = 2(n + 1 + α).

Corollary 2.32. For any α > −1 there exists a sequence {ak} in Bn such that A1
α

consists exactly of functions of the form

f(z) =
∑

k

ck
(1 − |ak|2)n+1+α

(1 − 〈z, ak〉)2(n+1+α)
, (2.27)

where {ck} belongs to l1.
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Another consequence of the atomic decomposition is the following.

Corollary 2.33. Suppose α > −1 and p > 0. If r and q are positive numbers such
that

1
p

=
1
q

+
1
r
,

then every function f ∈ Ap
α admits a decomposition

f(z) =
∑

k

gk(z)hk(z), z ∈ Bn, (2.28)

where each gk is in Aq
α and each hk is in Ar

α. Furthermore, if 0 < p ≤ 1, then∑
k

‖gk‖q,α‖hk‖r,α ≤ C‖f‖p,α, (2.29)

where C is a positive constant independent of f .

Proof. If f is nonvanishing in Bn, then we have the factorization f = gh, where g =
fp/q is in Aq

α and h = fp/r is in Ar
α. In general, we use the atomic decomposition

of f ,
f(z) =

∑
k

fk(z),

where

fk(z) = ck
(1 − |ak|2)b−(n+1+α)/p

(1 − 〈z, ak〉)b

is either identically zero (when ck = 0) or nonvanishing on Bn (when ck 
= 0). When
ck 
= 0, we simplify factor each fk = f

p/q
k f

p/r
k . ��

2.6 Complex Interpolation

In this section we show that when 1 ≤ p < ∞, the weighted Bergman spaces Ap
α

interpolate just like the Lp spaces do. An extension to the case p = ∞ will be
discussed in the next chapter.

Theorem 2.34. Suppose α > −1 and 1 ≤ p0 < p1 < ∞. If

1
p

=
1 − θ

p0
+

θ

p1

for some θ ∈ (0, 1), then
[Ap0

α , Ap1
α ]θ = Ap

α

with equivalent norms.
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Proof. First assume that f ∈ Ap
α. For any complex parameter ζ with Re ζ ∈ [0, 1]

we consider the function

hζ(z) =
f(z)
|f(z)| |f(z)|p

(
1−ζ
p0

+ ζ
p1

)
, z ∈ Bn.

Fix some β > α and let fζ = Pβ(hζ). It is clear that fζ is continuous in ζ when
0 ≤ Re ζ ≤ 1 and analytic in ζ when 0 < Re ζ < 1.

By Theorem 2.11, Pβ is a bounded projection from Lq(Bn, dvα) onto Aq
α for any

1 ≤ q < ∞. In particular, there exists a constant C > 0 such that

‖fζ‖p0
p0,α ≤ C‖hζ‖p0

p0,α = C‖f‖p
p,α

for all Re ζ = 0, and

‖fζ‖p1
p1,α ≤ C‖hζ‖p1

p1,α = C‖f‖p
p,α

for all Re ζ = 1. This shows that the function f = fθ belongs to [Ap0
α , Ap1

α ]θ with
‖f‖θ ≤ C‖f‖p,α.

Next assume that f ∈ [Ap0
α , Ap1

α ]θ . Then f is holomorphic and

f ∈ [Lp0(Bn, dvα), Lp1(Bn, dvα)]θ = Lp(Bn, dvα).

This shows f ∈ Ap
α and completes the proof of the theorem. ��

Notes

The theory of Bergman spaces has been a central subject of study in complex analysis
during the past few decades. This theory is especialy well developed for the unit disk
in the complex plane; see [124], [51], and [32].

Most of the material in Sections 2.1 and 2.2 is from [39] and [94]. In particular,
the idea of using Schur’s test to prove the boundedness of Bergman type projections
seems to have originated in [39]. Schur’s test has become a standard (and very effec-
tive) tool for dealing with the boundedness of various operators, including Hankel
operators on the Bergman space.

Theorem 2.1 in its present form first appeared in [115], although a less precise
form can be found in [94]. Theorem 2.10 was proved in [130] in the case of the unit
disk, but the proof there works in the higher dimensional case as well. Theorem 2.12
is due to Ruhan Zhao [120].

Carleson type measures for Bergman spaces was first introduced in [50], and
has since been studied in numerous papers, including [65] and [122]. Theorem 2.23,
which is a useful covering lemma, was essentially proved in [21] and [19].

The theorems in Section 2.3 are probably well known to the experts, although
complete proofs are difficult to locate in the literature (except certain special cases).
Lemma 2.15 is a key estimate for the study of Bergman spaces Ap

α when 0 < p ≤ 1;
it will be needed several times later in the book.
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Atomic decomposition for Bergman spaces was due to Coifman and Rochberg
[30]. Our proof here is modified from the original one in [30]. An alternative ap-
proach to the problem based on duality can be found in [67].

Complex interpolation of Bergman spaces is certainly well known to experts,
although a precise reference is difficult to find. The one-dimensional case appeared
in [124] as an exercise.

Exercises

2.1. Show that if i 
= j and f is holomorphic in a neighborhood of the closed unit
ball Bn, then

zi
∂f

∂zj
(z) − zj

∂f

∂zi
(z)

belongs to L2(Bn, dvα) 
 A2
α.

2.2. Suppose 0 < p < ∞, α > −1, and f is holomorphic in Bn. Show that∫
Bn

|Rf(z)|p dvα(z) < ∞

if and only if ∫
Bn

|∇f(z)|p dvα(z) < ∞.

2.3. Show the every f in Ap
α can be approximated in norm by its Taylor polynomials

if and only if p > 1. See [128].

2.4. Suppose α is real, 0 < p < ∞, p
2 + α > −1, and f is holomorphic in Bn. Show

that ∫
Bn

(1 − |z|2)p|Rf(z)|p dvα(z) < ∞

if and only if ∫
Bn

|∇̃f(z)|p dvα(z) < ∞.

2.5. Characterize Carleson type measures for Ap
α in terms of the Koranyi approach

regions Qr(ζ) (see Section 5.5 for definition).

2.6. Suppose α > −1, p > 0, and t > 0. Show that a holomorphic function f is in
Ap

α if and only if the function (1 − |z|2)tRtf(z) belongs to Lp(Bn, dvα).

2.7. Show that for any fixed α > −1, the norm of Pα on Lp(Bn, dvα) is comparable
to csc(π/p). See [137].
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2.8. For real parameters a, b, and c define two operators S = Sa,b,c and T = Ta,b,c

as follows:

Tf(z) = (1 − |z|2)a

∫
Bn

(1 − |w|2)bf(w) dv(w)
(1 − 〈z, w〉)c

,

and

Sf(z) = (1 − |z|2)a

∫
Bn

(1 − |w|2)bf(w) dv(w)
|1 − 〈z, w〉|c .

Suppose c is neither a negative integer nor 0. Then the following conditions are
equivalent for any real t and 1 < p < ∞:

(a) T is bounded on Lp(Bn, dvt).
(b) S is bounded on Lp(Bn, dvt).
(c) −pa < t + 1 < p(b + 1) and c ≤ n + 1 + a + b.

See [63].

2.9. Fill in the details of the proof of Proposition 2.6. Prove Theorem 2.26.

2.10. If {ak} is a sequence from Theorem 2.23, show that there exist positive con-
stants c and C such that

c

∫
Bn

|f(z)|p dvα(z) ≤
∑

k

|f(ak)|p(1 − |ak|2)n+1+α ≤ C

∫
Bn

|f(z)|p dvα(z)

for all f ∈ Ap
α. Such a sequence {ak} is called a sampling sequence for Ap

α.

2.11. Suppose α > −1 and p > 0. If f ∈ Ap
α and f(0) = 0, show that there exist

functions fk ∈ Ap
α, 1 ≤ k ≤ n, such that

f(z) =
n∑

k=1

zkfk(z), z ∈ Bn.

2.12. Suppose 1 ≤ p < ∞ and α > −1. Show that there exists a positive constant
C > 0 such that ∫

Bn

|f(z)|p dvα(z) ≤ C

∫
Bn

|u(z)|p dvα(z)

for all holomorphic functions f in Bn with f(0) = 0, where u(z) = Re f(z).

2.13. For any f ∈ L1(Bn, dv) define

Bf(z) = (1 − |z|2)n+1

∫
Bn

f(w) dv(w)
|1 − 〈z, w〉|2(n+1)

, z ∈ Bn.

The function Bf is called the Berezin transform of f . Show that the Berezin trans-
form is bounded on Lp(Bn, dv) for 1 < p ≤ ∞.
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2.14. Show that the Berezin transform B is one-to-one on L1(Bn, dv).

2.15. Show that the Berezin transform B satisfies Bf = f for all M -harmonic func-
tions f in L1(Bn, dv). Recall that f is M -harmonic if ∆̃f = 0.

2.16. If 1 ≤ n ≤ 11, show that Bf = f if and only if f is M -harmonic. Show that
this fails when n > 11. See [3].

2.17. Find sharp growth estimates for the Taylor coefficients of functions in Ap
α.

2.18. If {fk} is an orthonormal basis for A2
α, show that

Kα(z, w) =
∞∑

k=1

fk(z)fk(w)

for z and w in Bn.

2.19. Suppose α > −1, t > 0, and a > 0. Show that there exists a function F (z, w),
holomorphic in z, conjugate holomorphic in w, and bounded in Bn × Bn, such that

Rα,t
z

[
1

(1 − 〈z, w〉)a

]
=

F (z, w)
(1 − 〈z, w〉)a+t

for all z and w in Bn. Furthermore, if t is a positive integer, then F (z, w) is a poly-
nomial in z and w. See the proof of Theorem 3 in [136].

2.20. Suppose −1 < α < β. Show that there exists a constant C > 0 such that∫
Bn

β(z, w)(1 − |w|2)α

|1 − 〈z, w〉|n+1+β
dv(w) ≤ C(1 − |z|2)α−β

for all z ∈ Bn.

2.21. Suppose 1 ≤ p < ∞. Show that the operator T defined by

Tf(z) =
∫

Bn

β(z, w)(1 − |w|2)α

|1 − 〈z, w〉|n+1+α
f(w) dv(w)

is bounded on Lp(Bn, dvt) if and only if p(α + 1) > t + 1 > 0.

2.22. Suppose t > 0, α > −1, 0 < p < ∞, and β = s + N , where N is a positive
integer. If Rs,t is well defined and f is holomorphic in Bn, show that Rs,tf ∈ Ap

α if
and only if Rβ,tf ∈ Ap

α.

2.23. Show that
Jϕ(z)K(ϕ(z), ϕ(w))Jϕ(w) = K(z, w),

where K is the (unweighted) Bergman kernel of Bn and ϕ ∈ Aut(Bn).
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2.24. Show that the kernel

L(z, w) =
∫ 1

0

[
1

(1 − t〈z, w〉)n+1+β
− 1
]

dt

t

satisfies

|L(z, w)| ≤ C

|1 − 〈z, w〉|n+β
, z, w ∈ Bn,

where C is some positive constant independent of z and w.

2.25. If 1 < p < ∞, show that ultra-weak convergence in Ap
α is the same as weak

convergence, which is the same as weak-star convergence.

2.26. If p = 1, show that ultra-weak convergence in A1
α is the same as weak-star

convergence but different from weak convergence.

2.27. Suppose 0 < p1 < p2 < ∞ and

n + 1 + α1

p1
=

n + 1 + α2

p2
,

where α1 > −1 and α2 > −1. Show that Ap1
α1

⊂ Ap2
α2

, and that the inclusion is
continuous.

2.28. Suppose 0 < p < ∞, p 
= 2, and α > −1. Show that Φ : Ap
α → Ap

α is a
surjective linear isometry if and only if

Φ(f)(z) = λf ◦ ϕ(z) (JCϕ(z))2/p
,

where ϕ ∈ Aut(Bn) and λ is a unimodulus constant. See [59].

2.29. Suppose f is continuous on the closed unit ball. Show that

lim
α→1−

∫
Bn

|f(z)|p dvα(z) =
∫

Sn

|f(ζ)|p dσ(ζ).

2.30. Suppose f is continuous on Bn. Show that

lim
p→∞

[∫
Bn

|f(z)|p dvα(z)
]1/p

= sup{|f(z)| : z ∈ Bn}.
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The Bloch Space

In this chapter we study the Bloch space B and the little Bloch space B0 in Bn. We
prove various characterizations of B and focus our attention on the following three
properties.

The Bloch space can be thought of as the limit case of the Bergman spaces Ap
α

as p → ∞. In particular, B can be naturally identified with the dual space of A1
α.

The Bloch space is intimately related to the Bergman metric; it consists exactly
of those holomorphic functions that are Lipschitz from Bn with the Bergman metric
to C with the Euclidean metric.

The Bloch space is prominent among Möbius invariant function spaces. In fact, it
is the largest possible space of holomorphic functions whose (semi-)norm is invariant
under the action of the automorphism group.

3.1 The Bloch space

In classical geometric function theory of the open unit disk D in the complex plane
C, the Bloch space is a central object of study and several outstanding problems
remain unresolved. In the one dimensional case, the Bloch space consists of analytic
functions f in D such that

sup
z∈D

(1 − |z|2)|f ′(z)| < ∞.

This definition can be generalized to higher dimensions in several possible ways.
The following two elementary generalizations are natural and will be shown to be
equivalent:

sup
z∈Bn

(1 − |z|2)|∇f(z)| < ∞,

and
sup
z∈Bn

(1 − |z|2)|Rf(z)| < ∞,
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where |∇f(z)| is the holomorphic gradient of f at z and Rf is the radial derivative
of f at z. However, these definitions are not invariant under the action of the auto-
morphism group. Our approach is to use a Möbius invariant (although less straight-
forward) definition based on the invariant gradient or the invariant Laplacian, and
then show that it is equivalent to the elementary definitions above.

For a holomorphic function f in Bn we define

Qf(z) = sup

{
|〈∇f(z), w〉|√〈B(z)w, w〉 : w ∈ C

n − {0}
}

, z ∈ Bn, (3.1)

where B(z) is the Bergman matrix introduced in Section 1.5 and 〈 , 〉 is the natural
inner product in Cn. All vectors in Cn are considered column vectors. The following
result will enable us to define a Möbius invariant semi-norm on the Bloch space in
several equivalent ways.

Theorem 3.1. For z ∈ Bn and f holomorphic in Bn the following quantities are all
equal:

(a) Qf (z).

(b)
〈
B(z)−1 ∇f(z),∇f(z)

〉1/2
.

(c)
1
2

[
∆̃(|f |2)(z)

]1/2

.

(d) |∇̃f(z)|.
(e)
[
(1 − |z|2)(|∇f(z)|2 − |Rf(z)|2)]1/2

.

Proof. It follows from Lemma 2.13 and (2.12) that the quantities in (c), (d), and (e)
are the same.

We can replace w by B(z)−1/2w in the definition Qf(z) to obtain

Qf (z) = sup

{∣∣〈∇f(z), B(z)−1/2w
〉∣∣

|w| : w ∈ Bn − {0}
}

= sup

{∣∣〈B(z)−1/2∇f(z), w
〉∣∣

|w| : w ∈ C
n − {0}

}

=
∣∣B(z)−1/2∇f(z)

∣∣
=
〈
B(z)−1∇f(z),∇f(z)

〉1/2
.

This shows that the quantities in (a) and (b) are equal.
From (b) and the formula for B(z)−1 in Proposition 1.18 we easily deduce that

Qf(z) =
[
(1 − |z|2)(|∇f(z)|2 − |Rf(z)|2)]1/2

.

So the quantities in (b) and (e) are equal. ��
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We now define the Bloch space of Bn, denoted by B, as the space of holomorphic
functions f in Bn such that

‖f‖B = sup{|∇̃f(z)| : z ∈ Bn} < ∞. (3.2)

This is only a semi-norm, with ‖f‖B = 0 if and only if f is constant.

Proposition 3.2. The semi-norm ‖ ‖B is complete and invariant under the action of
Aut(Bn), that is,

‖f ◦ ϕ‖B = ‖f‖B (3.3)

for all f ∈ B and all ϕ ∈ Aut(Bn).

Proof. The Möbius invariance of the semi-norm ‖f‖B follows from that of the in-
variant gradient; see (2.13).

To show that ‖ ‖B is complete, assume that {fk} is a sequence of functions in B
with the properties that each fk(0) = 0 and that for any ε > 0 there exists a natural
number N such that

‖fk − fl‖B < ε (k > N, l > N).

Since (see Lemma 2.14)

(1 − |z|2)|∇f(z)| ≤ |∇̃f(z)|,
it follows that for each 1 ≤ i ≤ n the sequence {∂fk/∂zi} is uniformly Cauchy
on every compact set in Bn. This together with the assumption that each fk(0) = 0
shows that there exists a holomorphic function f in Bn with f(0) = 0 and

lim
k→∞

fk(z) = f(z), lim
k→∞

∂fk

∂zi
(z) =

∂f

∂zi
(z),

uniformly on every compact set in Bn, where 1 ≤ i ≤ n.
If we write the norm ‖ ‖B using part (e) of Theorem 3.1, then

(1 − |z|2)(|∇(fk − fl)(z)|2 − |R(fk − fl)(z)|2) < ε2, k > N, l > N.

Let l → ∞ and then take the supremum over z ∈ Bn. We conclude that

‖f − fk‖B ≤ ε

for all k > N . This shows that B is complete in the semi-norm ‖ ‖B. ��
Lemma 3.3. Suppose β is a real constant and g ∈ L1(Bn, dv). If

f(z) =
∫

Bn

g(w) dv(w)
(1 − 〈z, w〉)β

, z ∈ Bn,

then

|∇̃f(z)| ≤
√

2 |β|(1 − |z|2) 1
2

∫
Bn

|g(w)| dv(w)
|1 − 〈z, w〉|β+ 1

2

for all z ∈ Bn.
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Proof. Fix a ∈ Bn and make the change of variables w �→ ϕa(w) in

f ◦ ϕa(z) =
∫

Bn

g(w) dv(w)
(1 − 〈ϕa(z), w〉)β

.

We obtain

f ◦ ϕa(z) =
∫

Bn

g ◦ ϕa(w)
(1 − 〈ϕa(z), ϕa(w)〉)β

Ja(w) dv(w),

where

Ja(w) =
(1 − |a|2)n+1

|1 − 〈w, a〉|2(n+1)

is the Jacobian determinant. Recall from Lemma 1.3 that

1 − 〈ϕa(z), ϕa(w)〉 =
(1 − |a|2)(1 − 〈z, w〉)

(1 − 〈z, a〉)(1 − 〈a, w〉) .

So

f ◦ ϕa(z) =
(1 − 〈z, a〉)β

(1 − |a|2)β

∫
Bn

(1 − 〈a, w〉)β

(1 − 〈z, w〉)β
g ◦ ϕa(w)Ja(w) dv(w).

Differentiating in z at 0 using the product rule then produces

∇̃f(a) = β

∫
Bn

(w − a)(1 − 〈a, w〉)β

(1 − |a|2)β
g ◦ ϕa(w)Ja(w) dv(w).

Make the change of variables w �→ ϕa(w) again. We get

∇̃f(a) = β

∫
Bn

(
ϕa(w) − a

)
g(w) dv(w)

(1 − 〈a, w〉)β
,

so

|∇̃f(a)| ≤ |β|
∫

Bn

|ϕa(w) − a||g(w)| dv(w)
|1 − 〈a, w〉|β .

It is easy to check that

|ϕa(w) − a|2 =
(1 − |a|2)(|w|2 − |〈w, a〉|2)

|1 − 〈a, w〉|2 ≤ (1 − |a|2)(1 − |〈w, a〉|2)
|1 − 〈a, w〉|2 ,

the desired result then follows from the obvious estimate

1 − |〈w, a〉|2 = (1 + |〈w, a〉|)(1 − |〈w, a〉|) ≤ 2|1 − 〈a, w〉|.

��
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Note that Lemma 3.3 is interesting only when n > 1.
The Bloch space B becomes a Banach space with the following norm:

‖f‖ = |f(0)| + ‖f‖B, f ∈ B.

The Bloch semi-norm ‖ ‖B is Möbius invariant, but it is usually inconvenient for
us to verify that a certain function belongs to the Bloch space by using the definition.
The following theorem gives us several conditions that are equivalent to but more
easily verifiable than the definition.

Theorem 3.4. Suppose α > −1 and f is holomorphic in Bn. Then the following
conditions are equivalent:

(a) f is in B.

(b) (1 − |z|2)|∇f(z)| is bounded in Bn.

(c) (1 − |z|2)|Rf(z)| is bounded in Bn.

(d) f = Pαg for some g ∈ L∞(Bn).

Proof. By Lemma 2.14, condition (a) implies (b), and condition (b) implies (c).
To show that (c) implies (d), suppose (1−|z|2)Rf(z) is bounded in Bn. Consider

the function

g(z) =
cα+1

cα
(1 − |z|2)

∫
Bn

f(w) dvα(w)
(1 − 〈z, w〉)n+2+α

, z ∈ Bn.

We can rewrite

g(z) =
cα+1

cα
(1 − |z|2)

∫
Bn

1 − 〈z, w〉 + 〈z, w〉
(1 − 〈z, w〉)n+2+α

f(w) dvα(w)

and break the integral into two. The result is that

g(z) =
cα+1

cα

[
(1 − |z|2)f(z) +

(1 − |z|2)Rf(z)
n + 1 + α

]
. (3.4)

Since the boundedness of (1 − |z|2)Rf(z) in Bn together with

f(z) − f(0) =
∫ 1

0

Rf(tz)
t

dt

shows that f grows at most as fast as − log(1 − |z|2), it follows that g is bounded
in Bn. By Fubini’s theorem and the reproducing property of Pα and Pα+1, we easily
check that f = Pαg. This proves that (c) implies (d).

Finally, we assume that f = Pαg for some α > −1 and g ∈ L∞(Bn). By
Lemma 3.3, there exists a positive constant C such that

|∇̃f(z)| ≤ C‖g‖∞(1 − |z|2)1/2

∫
Bn

(1 − |w|2)α dv(w)
|1 − 〈z, w〉|n+1+α+ 1

2

for all z ∈ Bn. We deduce from Theorem 1.12 that |∇̃f(z)| is bounded in Bn. So (d)
implies (a) and the proof of the theorem is complete. ��
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The Bloch space can also be described in terms of higher order derivatives, and
more generally, in terms of fractional radial derivatives.

Theorem 3.5. Suppose N is a positive integer, t > 0, and f is holomorphic in Bn.
If α is a real parameter such that neither n + α nor n + α + t is a negative integer,
then the following conditions are equivalent:

(1) f ∈ B.

(2) The function (1 − |z|2)tRα,tf(z) is bounded in Bn.

(3) The functions

(1 − |z|2)N ∂Nf

∂zm
(z), |m| = N,

are bounded in Bn.

Proof. If f ∈ B, then by Theorem 3.4 there exists a function g ∈ L∞(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β

.

Here β = α + K and K is a large enough positive integer so that β > −1. By
Lemma 2.18, there exists a one-variable polynomial h such that

Rα,tf(z) = cα

∫
Bn

h(〈z, w〉)g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β+t

.

An application of Theorem 1.12 then shows that the function

(1 − |z|2)tRα,tf(z)

is bounded in Bn. A similar argument (using differentiation under the integral sign)
shows that the functions

(1 − |z|2)N ∂mf

∂zm
(z), |m| = N,

are all bounded in Bn.
Next assume that the function (1 − |z|2)tRα,tf(z) is bounded in Bn. By the

remark following Lemma 2.18, the function

g(z) =
cβ+t

cβ
(1 − |z|2)tRβ,tf(z)

is also bounded in Bn, where β = α + K is as in the previous paragraph. A use
of Fubini’s theorem and Theorem 2.2 reveals that f = Pβg, so f ∈ B in view of
Theorem 3.4. This proves that conditions (1) and (2) are equivalent.

Finally, if the functions

(1 − |z|2)N ∂Nf

∂zm
(z), |m| = N,
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are all bounded in Bn, then successive integration shows that the functions

(1 − |z|2) ∂f

∂zk
(z), 1 ≤ k ≤ n,

are all bounded in Bn, and so f belongs to the Bloch space. Therefore, conditions
(1) and (3) are equivalent. ��

The Bloch space can also be characterized in terms of the Bergman metric. In
fact, they are related to each other in a very precise way.

Theorem 3.6. If f is holomorphic in Bn, then

‖f‖B = sup
{ |f(z) − f(w)|

β(z, w)
: z, w ∈ Bn, z 
= w

}
,

where β is the Bergman metric on Bn.

Proof. First assume that f ∈ B. Fix any two points z and w in Bn and let

γ = γ(t), 0 ≤ t ≤ 1,

be a geodesic from w to z in the Bergman metric. Then

f(z) − f(w) =
∫ 1

0

(
n∑

k=1

γ′
k(t)

∂f

∂zk
(γ(t))

)
dt.

From the definition of Qf we see that∣∣∣∣∣
n∑

k=1

γ′
k(t)

∂f

∂zk
(γ(t))

∣∣∣∣∣ ≤ Qf (γ(t))
√
〈B(γ(t))γ′(t), γ′(t)〉.

It follows that

|f(z) − f(w)| ≤ ‖f‖B
∫ 1

0

√
〈B(γ(t))γ′(t), γ′(t)〉 dt = ‖f‖B β(z, w).

This shows that

sup
{ |f(z) − f(w)|

β(z, w)
: z, w ∈ Bn, z 
= w

}
≤ ‖f‖B

for all holomorphic functions f in Bn.
Next assume that

C = sup
{ |f(z) − f(w)|

β(z, w)
: z, w ∈ Bn, z 
= w

}
< ∞.

In particular,
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|f(z) − f(0)| ≤ Cβ(z, 0) =
C

2
log

1 + |z|
1 − |z| ,

and so |f(z) − f(0)|
|z| ≤ C

2|z| log
1 + |z|
1 − |z|

for all z ∈ Bn − {0}. If u is any unit vector in Cn, then taking the directional
derivative of f at 0 in the u-direction yields∣∣∣∣∣

n∑
k=1

uk
∂f

∂zk
(0)

∣∣∣∣∣ ≤ C lim
|z|→0+

1
2|z| log

1 + |z|
1 − |z| = C.

This shows that Qf(0) ≤ C. But the Möbius invariance of the Bergman metric
implies that

C = sup
{ |f ◦ ϕ(z) − f ◦ ϕ(w)|

β(z, w)
: z, w ∈ Bn, z 
= w

}
for any ϕ ∈ Aut(Bn). We conclude that

Qf (z) = Qf◦ϕz(0) ≤ C

for all z ∈ Bn. This shows that f ∈ B with ‖f‖B ≤ C. ��
Corollary 3.7. A holomorphic function f in Bn belongs to the Bloch space B if and
only if there exists a constant C > 0 such that

|f(z)− f(w)| ≤ Cβ(z, w)

for all z and w in Bn.

A consequence of Corollary 3.7 is that every function f in B grows at most
logarithmically near the boundary of Bn, that is, there must exist a constant C > 0
such that

|f(z) − f(0)| ≤ C log
1

1 − |z|2 (3.5)

for all z ∈ Bn. In particular, B ⊂ Ap
α for all p > 0 and α > −1. The logarithmic

growth rate is actually achieved by the following functions in B,

fλ(z) = log(1 − 〈z, λ〉), z ∈ Bn,

where λ is any point from Sn.

Corollary 3.8. Suppose α > −1, p > 0, and f is holomorphic in Bn. Then f ∈ B if
and only if there exists a constant C > 0 such that∫

Bn

|f ◦ ϕa(z) − f(a)|p dvα(z) ≤ C, a ∈ Bn, (3.6)
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or equivalently,∫
Bn

|f(z) − f(a)|p (1 − |a|2)n+1+α

|1 − 〈z, a〉|2(n+1+α)
dvα(z) ≤ C, a ∈ Bn. (3.7)

Proof. That the two integrals are equal follows from a change of variables; see
Proposition 1.13.

If f is in the Bloch space, then there exists a constant C > 0 such that

|f(z)− f(w)| ≤ Cβ(z, w)

for all z and w in Bn. So∫
Bn

|f ◦ ϕa(z) − f(a)|p dvα(z) ≤ Cp

∫
Bn

β(ϕa(z), a)p dvα(z)

= Cp

∫
Bn

β(z, 0)p dvα(z).

Since ∫
Bn

β(z, 0)p dvα(z) < ∞,

we see that f ∈ B implies that

sup
a∈Bn

∫
Bn

|f ◦ ϕa(z) − f(a)|p dvα(z) < ∞.

To prove the reverse implication, recall from Lemma 2.4 that there exists a con-
stant C > 0 such that

|∇g(0)|p ≤ C

∫
Bn

|g(z) − g(0)|p dvα(z)

for all holomorphic g in Bn. Replacing g by f ◦ ϕa, we obtain

|∇̃f(a)|p ≤ C

∫
Bn

|f ◦ ϕa(z) − f(a)|p dvα(z)

for all a ∈ Bn, and the desired result follows. ��
Not only can the Bloch norm be defined using the Bergman metric, the following

result shows that the Bergman metric can also be recovered from the Bloch semi-
norm.

Theorem 3.9. For any z and w in Bn we have

β(z, w) = sup{|f(z) − f(w)| : ‖f‖B ≤ 1}.
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Proof. According to Theorem 3.6,

|f(z) − f(w)| ≤ ‖f‖B β(z, w)

for all f ∈ B and all points z and w in Bn. It follows that

sup{|f(z) − f(w)| : ‖f‖B ≤ 1} ≤ β(z, w)

for all z and w in Bn.
To prove the reverse inequality, we fix any z ∈ Bn − {0} and consider the fol-

lowing function in Bn.

h(w) =
1
2

log
|z| + 〈w, z〉
|z| − 〈w, z〉 , w ∈ Bn.

Since
∂h

∂wk
(w) =

z̄k|z|
|z|2 − 〈w, z〉2 , 1 ≤ k ≤ n,

a calculation using part (e) of Theorem 3.1 shows that

|∇̃h(w)|2 =
|z|2(1 − |w|2)(|z|2 − |〈w, z〉|2)∣∣|z|2 − 〈w, z〉2∣∣2

for all w ∈ Bn, or

|∇̃h(w)|2 =
(1 − |w|2)(1 − |〈w, z′〉|2)∣∣1 − 〈w, z′〉2∣∣2

for all w ∈ Bn, where z′ = z/|z|. By the triangle inequality, we have

1 − |w|2 ≤ |1 − 〈w, z′〉2|, 1 − |〈w, z′〉|2 ≤ |1 − 〈w, z′〉2|.

So |∇̃h(w)|2 ≤ 1 for every w ∈ Bn, or ‖h‖B ≤ 1. It follows that

β(z, 0) =
1
2

log
1 + |z|
1 − |z| = |h(z) − h(0)|

≤ sup{|f(z) − f(0)| : ‖f‖B ≤ 1}.

By Möbius invariance, we must have

β(z, w) ≤ sup{|f(z)− f(w)| : ‖f‖B ≤ 1}

for all z and w in Bn. ��
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3.2 The Little Bloch Space

The Bloch space is not separable. In this section we discuss a separable subspace of
the Bloch space, the little Bloch space.

First recall that C(Bn) is the space of all continuous functions on the closed unit
ball, and C0(Bn) is the closed subspace of C(Bn) consisting of those functions that
vanish on the boundary Sn.

The little Bloch space will be denoted by B0. It consists of functions f ∈ B such
that

lim
|z|→1−

|∇̃f(z)| = 0.

Since |∇̃f(z)| is clearly continuous in Bn, the above condition simply says that
the function |∇̃f(z)| belongs to C0(Bn). Theorem 3.1 immediately gives several
equivalent definitions of B0. In particular, it follows from part (e) of Theorem 3.1
that if f is holomorphic in a neighborhood of Bn, then f belongs to B0.

Proposition 3.10. B0 is a closed subspace of B and the set of polynomials is dense
in B0.

Proof. It is obvious that B0 is closed in B. Given f ∈ B0, we have ‖f − fr‖B → 0
as r → 1−, where fr(z) = f(rz). Since each fr can be uniformly approximated
by polynomials, and the sup-norm norm in Bn dominates the Bloch norm (see Exer-
cise 3.5), we conclude that every f ∈ B0 can be approximated in the Bloch norm by
polynomials. ��

The following is the little oh version of Theorem 3.4.

Theorem 3.11. Suppose α > −1 and f is holomorphic in Bn. Then the following
conditions are equivalent:

(a) f ∈ B0.

(b) The function (1 − |z|2)|∇f(z)| belongs to C0(Bn).
(c) The function (1 − |z|2)Rf(z) belongs to C0(Bn).
(d) There exists a function g ∈ C0(Bn) such that f = Pαg.

Proof. By Lemma 2.14 we have that (a) implies (b), and (b) implies (c).
Recall from the proof of Theorem 3.4 that f = Pαg whenever f ∈ B, where

g(z) =
cα+1

cα

[
(1 − |z|2)f(z) +

(1 − |z|2)Rf(z)
n + 1 + α

]
.

Every function in B grows at most logarithmically near the boundary Sn, so the
function (1 − |z|2)f(z) is in C0(Bn) for every f ∈ B. Thus condition (c) implies
that g ∈ C0(Bn), that is, (c) implies (d).

If (d) holds, then f = Pαg for some g ∈ C0(Bn) ⊂ C(Bn). By the Stone-
Weierstrass approximation theorem, every function in C(Bn) can be approximated
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uniformly on Bn by finite linear combinations of functions of the form h(z) =
zmzm′

. It is easy to check that Pαh is a polynomial, and hence is in the little Bloch
space. Since Pα maps L∞(Bn) boundedly into the Bloch space, and the little Bloch
space is closed in B, we conclude that f = Pαg belongs to B0. ��

The following theorem shows that the space C0(Bn) can often be replaced by the
space C(Bn) in the study of the little Bloch space.

Theorem 3.12. Suppose α > −1 and f is holomorphic in Bn. Then the following
conditions are equivalent:

(a) f belongs to the little Bloch space.

(b) |∇̃f(z)| belongs to C(Bn).
(c) (1 − |z|2)|∇f(z)| belongs to C(Bn).
(d) (1 − |z|2)Rf(z) belongs to C(Bn).
(e) f = Pαg for some g ∈ C(Bn).

Proof. It is trivial that (a) implies (b). It follows from Lemma 2.14 that (b) implies
(c), and (c) implies (d).

That (d) implies (e) follows from the same construction used in the proof of
Theorems 3.4 and 3.11.

The last part of the proof of Theorem 3.11 actually shows that (e) implies (a). ��
Recall that the ball algebra A(Bn) is the space of all holomorphic functions in Bn

that are continuous up to the boundary. The above result shows that the ball algebra
is contained in the little Bloch space.

In terms of higher order derivatives and fractional derivatives, we have the fol-
lowing analog of Theorem 3.5 from the last section.

Theorem 3.13. Suppose N is a positive integer, α is real, and t is positive. If neither
n+α nor n+α+ t is a negative integer, then the following conditions are equivalent
for a holomorphic function f in Bn:

(a) f ∈ B0.

(b) (1 − |z|2)tRα,tf(z) is in C0(Bn).
(c) (1 − |z|2)tRα,tf(z) is in C(Bn).

(d) (1 − |z|2)N ∂fN

∂zm
(z) is in C0(Bn) for every multi-index m with |m| = N .

(e) (1 − |z|2)N ∂fN

∂zm
(z) is in C(Bn) for every multi-index m with |m| = N .

Proof. The proof is similar to that of Theorem 3.5. We omit the details. ��
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Approximating a function f by polynomials, we find that every function f in the
little Bloch space satisfies

lim
|z|→1−

f(z)/ log
1

1 − |z|2 = 0. (3.8)

The next result strengthens Theorem 3.9 of the previous section.

Theorem 3.14. For any z and w in Bn we have

β(z, w) = sup{|f(z)− f(w)| : ‖f‖B ≤ 1, f ∈ B0}.

Proof. The proof is the same as that of Theorem 3.9, except that we use the functions

hr(w) =
1
2

log
|z| + r〈w, z〉
|z| − r〈w, z〉 , w ∈ Bn,

where z ∈ Bn − {0} is fixed and r ∈ (0, 1), instead of

h(w) =
1
2

log
|z| + 〈w, z〉
|z| − 〈w, z〉 .

Each function hr is in the little Bloch space, and

|∇̃hr(w)|2 = (1 − |w|2)[r2|∇h(rw)|2 − |Rh(rw)|2]
≤ (1 − |w|2)[|∇h(rw)|2 − |Rh(rw)|2]
= |∇̃h(rw)|2.

So ‖hr‖B ≤ ‖h‖B ≤ 1 (see the proof of Theorem 3.9), and

|hr(z) − hr(0)| ≤ sup{|f(z) − f(0)| : f ∈ B0, ‖f‖B ≤ 1}.

Letting r → 1− then yields

β(z, 0) ≤ sup{|f(z)− f(0)| : f ∈ B0, ‖f‖B ≤ 1}.

This together with Möbius invariance gives

β(z, w) ≤ sup{|f(z)− f(w)| : f ∈ B0, ‖f‖B ≤ 1}.
The reversed inequality follows from Theorem 3.9. ��

We mention a trick that is often useful for constructing non-trivial functions in
the Bloch space or the little Bloch space of Bn. If n′ is any integer with 1 ≤ n′ ≤ n,
and if f is a function in the Bloch (or little Bloch) space of the unit ball of Cn′

, then
the function
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f̃(z1, · · · , zn′ , · · · , zn) = f(z1, · · · , zn′)

belongs to the Bloch (or little Bloch space) of Bn. This clearly follows from con-
dition (b) or (c) in Theorems 3.4 and 3.11. In particular, functions in the Bloch (or
little Bloch) space of the unit disk can be lifted to functions in the Bloch (or lit-
tle Bloch) space of Bn. The following is a classical way of constructing non-trivial
Bloch functions in the unit disk D using lacunary series.

Theorem 3.15. Suppose {nk} is a series of positive integers satisfying nk+1 ≥ λnk

for all k ≥ 1, where λ is a constant greater than 1. Consider an analytic function f
in D whose Taylor series is of the form

f(z) =
∞∑

k=1

akznk , z ∈ D. (3.9)

Then f belongs to the Bloch space of D if and only if {ak} is bounded; and f belongs
to the little Bloch space of D if and only if ak → 0 as k → ∞.

Proof. Recall that f is in the Bloch space of D if and only if

sup{(1 − |z|2)|f ′(z)| : z ∈ D} < ∞;

and f is in the little Bloch space of D if and only if

lim
|z|→1−

(1 − |z|2)f ′(z) = 0.

When

f(z) =
∞∑

k=0

akzk

is in the Bloch space of D, we easily check that

ak+1 = (k + 2)
∫

D

(1 − |z|2)f ′(z) zk dA(z)

for all k ≥ 0, which implies that the sequence {ak} is bounded. Similarly, when
f is in the little Bloch space of D, an elementary argument shows that the Taylor
coefficients of f must converge to 0.

If {ak} satisfies |ak| ≤ M for all k ≥ 1 and {nk} satisfies nk+1 ≥ λnk for all
k ≥ 1, then the lacunary series (3.9) defines a function in the Bloch space of D. In
fact, the constant C = λ/(λ − 1) satisfies 1 < C < ∞ and

nk+1 ≤ C(nk+1 − nk), k ≥ 1.

It follows that

nk+1|z|nk+1−1 ≤ C(nk+1 − nk)|z|nk+1−1 ≤ C(|z|nk + · · · + |z|nk+1−1)
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for all k ≥ 1. It is easy to see that

n1|z|n1−1 ≤ C(1 + |z| + · · · + |z|n1−1).

Thus

|f ′(z)| ≤ M

∞∑
k=1

nk|z|nk−1 ≤ MC

∞∑
l=0

|z|l =
MC

1 − |z|
for all z ∈ D, and f is in the Bloch space of D.

Similarly, if f is defined by a lacunary series whose coefficients tend to 0, then f
belongs to the little Bloch space of D. ��

In particular, we now know how to construct unbounded holomorphic functions
in the little Bloch space of Bn. We mention this point here because in the next section
we are going to consider limits of the form

lim
r→1−

∫
Bn

f(rz)g(rz) dvα(z),

where f is in the Bloch space Bn and g belongs to A1
α. The limit is necessary because

f might be unbounded, even when f is in the little Bloch space.

3.3 Duality

In this section we think of the Bloch space as a Banach space and will use norms,
but not semi-norms, on it.

Theorem 3.16. Suppose α > −1. The Banach dual of B0 can be identified with A1
α

(with equivalent norms) under the integral pairing

〈f, g〉α = lim
r→1−

∫
Bn

f(z)g(rz) dvα(z), f ∈ B0, g ∈ A1
α.

In particular, the limit above always exists.

This theorem is a special case of Theorem 7.5 in Chapter 7. Also, the next theo-
rem is a special case of Theorem 7.6 in Chapter 7. Since the proofs for these special
cases are not any easier, we will not include them here. Be assured that no circular
arguments exist in the book.

The space Ap
α is not a Banach space when 0 < p < 1. However, we can still

consider its dual space. In fact, we define the dual space of Ap
α for 0 < p < 1 in

exactly the same way as we do for p ≥ 1. Thus the dual space of Ap
α consists of all

linear functionals F : Ap
α → C such that

|F (f)| ≤ C‖f‖p,α, f ∈ Ap
α,

where C is a positive constant depending on F .
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Theorem 3.17. Suppose 0 < p ≤ 1, α > −1, and

s =
n + 1 + α

p
− (n + 1).

Then we can identity the dual space of Ap
α with B (with equivalent norms) under the

integral pairing

〈f, g〉s = lim
r→1−

∫
Bn

f(rz) g(z)dvs(z), f ∈ Ap
α, g ∈ B.

In particular, the limit above always exists.

A special case is worth mentioning here. When p = 1, we have s = α, and so the
dual space of A1

α can be identified with B under the natural integral pairing 〈 , 〉α.

3.4 Maximality

Let X be a linear space of holomorphic functions in Bn equipped with a semi-norm
(including the case of a norm) ‖ ‖. A functional F : X → C is continuous (or
bounded) if there exists a constant C > 0 such that |F (f)| ≤ C‖f‖ for all f ∈ X .

In this book we use the term Möbius invariant Banach space to denote a semi-
normed linear space X of holomorphic functions in Bn with the property that

‖f ◦ ϕ‖ = ‖f‖, f ∈ X, ϕ ∈ Aut(Bn).

By considering its completion if necessary, we will always assume that X is already
complete in the semi-norm. We further assume that the mapping

(θ1, · · · , θn) �→ f(z1e
iθ1 , · · · , zneiθn)

is continuous from [0, 2π]n to X .

Lemma 3.18. Suppose (X, ‖ ‖) is a Möbius invariant Banach space. If X contains
a nonconstant function, then X contains all the polynomials.

Proof. Let f be a nonconstant function in X . If

f(z) =
∑
m

amzm

is the Taylor expansion of f , then there exists some nonzero multi-index m such that
am 
= 0. Fix such an m = (m1, · · · , mn) and consider the function

F (z) =
1

(2π)n

∫ 2π

0

· · ·
∫ 2π

0

f(z1e
iθ1 , · · · , zneiθn)e−i(m1θ1+···+mnθn) dθ1 · · · dθn.



3.4 Maximality 95

Since X is Möbius invariant, it follows easily that the above integral converges in the
norm topology of X and ‖F‖X ≤ ‖f‖X . But an easy computation with the Taylor
expansion of f shows that F (z) = amzm, so X contains the monomial zm.

Composing zm with all possible unitary transformations and using the Möbius
invariance of X , we conclude that X contains all homogeneous polynomials of de-
gree |m|. In particular, for each ϕ ∈ Aut(Bn), the function z

|m|
1 ◦ ϕ belongs to

X .
Let ϕ = ϕa, where a = (λ, 0, · · · , 0) with |λ| < 1. We have

z
|m|
1 ◦ ϕ =

(
λ − z1

1 − λz1

)|m|
. (3.10)

It is clear that for each nonnegative integer l (the special case l = 1 is enough for our
purpose) we can find some λ such that the Taylor coefficient of zl

1 of the function
in (3.10) is nonzero. By the argument used in the first paragraph of this proof, the
function zl

1 is in X for each l ≥ 0. Combining this with the remarks in the previous
paragraph, we conclude that X contains all polynomials. ��

We now show that the Bloch space is maximal among Möbius invariant Banach
spaces.

Theorem 3.19. Suppose (X, ‖ ‖) is a Möbius invariant Banach space in Bn. If X
possesses a nonzero bounded linear functional L, then X ⊂ B and there exists a
constant C > 0 such that ‖f‖B ≤ C‖f‖ for all f ∈ X . If L further satisfies L(1) 
=
0, then X ⊂ H∞(Bn) and there exists a constant C > 0 such that ‖f‖∞ ≤ C‖f‖
for all f ∈ X .

Proof. Let L be a nonzero bounded linear functional on X with

|L(f)| ≤ C‖f‖, f ∈ X.

We first consider the case where L(1) 
= 0. For any f ∈ X , it is easy to see that

f(0)L(1) =
1
2π

∫ 2π

0

L(f(eitz)) dt.

It follows from the boundedness of L on X that

|f(0)||L(1)| ≤ C‖f‖.
Replace f by f ◦ ϕz and use the Möbius invariance of X . We obtain

|f(z)||L(1)| ≤ C‖f‖
for all z ∈ Bn. This shows that f ∈ H∞(Bn) and

‖f‖∞ ≤ C

|L(1)| ‖f‖.
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Next we assume that L(1) = 0. Clearly, we may assume that X contains a non-
constant function. By Lemma 3.18, X must contain all the polynomials. We show
that there exists some ϕ ∈ Aut(Bn) such that the linear functional Lϕ : X → C

defined by Lϕ(f) = L(f ◦ ϕ) satisfies Lϕ(z1) 
= 0. In fact, for any 0 < r < 1, the
involution ϕa, where a = (r, 0, · · · , 0), is given by

ϕa(z) =

(
r − z1

1 − rz1
,−

√
1 − r2z2

1 − rz1
, · · · ,−

√
1 − r2zn

1 − rz1

)
, (3.11)

so that

z1 ◦ ϕa(z) =
r − z1

1 − rz1
= r + (r2 − 1)

∞∑
k=1

rk−1zk
1 .

If Lϕ(z1) = 0 for all ϕ ∈ Aut(Bn), then applying L to the above equation shows
that ∞∑

k=1

rk−1L(zk
1 ) = 0

for all r ∈ (0, 1). It follows that L(zk
1 ) = 0 for all k ≥ 1. Replacing L by Lϕ shows

that Lϕ(zk
1 ) = 0 for all k ≥ 1. This implies that L(zm) = 0 for every multi-index

m = (m1, · · · , mn) of nonnegative integers with |m| > 0. Combining this with
L(1) = 0, we conclude that L = 0 on H(Bn), a contradiction.

So we may assume that L(z1) 
= 0. For f ∈ X we consider

F (f) =
1
2π

∫ 2π

0

L(f(eitz))e−it dt.

The continuity of L on X shows that |F (f)| ≤ C‖f‖ for all f ∈ X . On the other
hand, a calculation using the homogeneous expansion of f shows that

F (f) =
n∑

k=1

L(zk)
∂f

∂zk
(0).

Rewrite this as

F (f) = δ
n∑

k=1

wk
∂f

∂zk
(0) = δ 〈∇f(0), w〉,

where δ is a positive constant independent of f and w = (w1, · · · , wn) is a unit vector
in Cn. For every 1 ≤ k ≤ n there exists a unitary matrix Uk such that Uk(w) = ek,
where {e1, · · · , en} is the standard orthonormal basis of Cn. We have

F (f ◦ Uk) = δ 〈∇(f ◦ Uk)(0), w〉 = δ 〈Uk∇f(0), w〉

= δ 〈∇f(0), Ukw〉 = δ
∂f

∂zk
(0)

for every f ∈ X . It follows that
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∂zk

(0)
∣∣∣∣ ≤ |F (f ◦ ϕ ◦ Uk)|

δ
≤ C

δ
‖f ◦ ϕ ◦ Uk‖ =

C

δ
‖f‖

for all f ∈ X , ϕ ∈ Aut(Bn), and 1 ≤ k ≤ n. Therefore,

|∇̃f(z)| = |∇(f ◦ ϕz)(0)| ≤ Cn

δ
‖f‖

for all f ∈ X and z ∈ Bn. This shows that f belongs to the Bloch space and
‖f‖B ≤ C′‖f‖ for some positive constant C′. ��

3.5 Pointwise Multipliers

A function f is called a pointwise multiplier of a space X if for every g ∈ X the
pointwise product fg also belongs to X . Thus we often denote a pointwise multiplier
f of a space X by fX ⊂ X .

In this section we characterize the pointwise multipliers of the Bloch space and
the little Bloch space. Throughout this section we use the following norm on B:

‖g‖ = |g(0)| + sup{(1 − |z|2)|∇g(z)| : z ∈ Bn}, g ∈ B.

Lemma 3.20. Suppose X is a Banach space of holomorphic functions in Bn. If X
contains the constant functions and if each point evaluation is a bounded linear
functional on X , then every pointwise multiplier of X is in H∞.

Proof. Suppose f is a pointwise multiplier of X . Since X contains the constant
function 1, we have f ∈ X . In particular, f is holomorphic. An application of the
closed graph theorem then shows that T = Mf , the operator of multiplication by f
on X , is bounded on X .

The adjoint of T , T ∗, is a bounded linear operator on X∗. We consider the action
of T ∗ on each ez , where z ∈ Bn and ez is the point evaluation at z. By assumption,
each ez ∈ X∗.

For each z ∈ Bn and g ∈ X , the definition of X∗ and T ∗ gives

T ∗(ez)(g) = ez(Tg) = g(z)f(z) = f(z)ez(g).

This shows that T ∗ez = f(z)ez, and hence |f(z)| ≤ ‖T ∗‖ for all z ∈ Bn. ��
In particular, if f is a pointwise multiplier of B or B0, then f must be bounded in

Bn.

Theorem 3.21. For a holomorphic function f in Bn the following conditions are
equivalent:

(a) fB ⊂ B.
(b) fB0 ⊂ B0.
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(c) f ∈ H∞(Bn) and the function

(1 − |z|2)|∇f(z)| log
1

1 − |z|2

is bounded in Bn.

Proof. Suppose fB ⊂ B. Then f ∈ H∞(Bn) and there exists a positive constant
C > 0 such that ‖fg‖ ≤ C‖g‖ for all g ∈ B. Since

∇(fg)(z) = f(z)∇g(z) + g(z)∇f(z), z ∈ Bn,

we have
|g(z)||∇f(z)|(1 − |z|2) ≤ ‖f‖∞‖g‖ + C‖g‖

for all g ∈ B and z ∈ Bn. Taking the supremum over all g ∈ B with ‖g‖ ≤ 1 and
g(0) = 0, and applying Theorem 3.9, we conclude that the function

(1 − |z|2)|∇f(z)| log
1

1 − |z|2

must be bounded in Bn. This shows that (a) implies (c), and, with the help of Theo-
rem 3.14 instead of Theorem 3.9, it also proves that (b) implies (c).

Next suppose that f satisfies the conditions in (c). For every g ∈ B we have

(1 − |z|2)|∇(fg)(z)| ≤ |f(z)|(1 − |z|2)|∇g(z)| + |g(z)|(1 − |z|2)|∇f(z)|.
The first term of the right hand side above is bounded in Bn, because f ∈ H∞(Bn)
and g ∈ B; the second term is bounded in Bn because of the inequality in (c) and the
fact that g grows at most as fast as − log(1 − |z|2). This shows that (c) implies (a).
Note that if g is in the little Bloch space, then

lim
|z|→1−

g(z)
log(1 − |z|2) = 0.

So the above argument also shows that (c) implies (b). ��

3.6 Atomic Decomposition

In this section we show that the Bloch space also admits an atomic decomposition
similar to that of the Bergman spaces.

Fix a parameter b > n and fix a sequence {ak} satisfying the conditions in
Theorem 2.23. The sequence {ak} induces a partition {Dk} of Bn according to
Lemma 2.28. We shall also need to further partition each Dk into a finite number of
disjoint pieces Dk1, · · · , DkJ . See the description of all these following Lemma 2.28.

We are going to use two operators from Section 2.5. The first operator acts on
L1(Bn, dvα), where α = b − (n + 1), and is denoted by T ,
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Tf(z) =
∫

Bn

(1 − |w|2)b−n−1

|1 − 〈z, w〉|b f(w) dv(w).

The second operator acts on H(Bn) and is defined by

Sf(z) =
∞∑

k=1

J∑
j=1

vα(Dkj)f(akj)
(1 − 〈z, akj〉)b

.

Here {akj} is a finer “lattice” in the Bergman metric than {ak}.

Lemma 3.22. There exists a constant C > 0, independent of the separation constant
r for {ak} and the separation constant η for {akj}, such that

|f(z) − Sf(z)| ≤ CσT (|f |)(z)

for all f ∈ H(Bn) and z ∈ Bn, where σ is the constant from Lemma 2.29.

Proof. Let p = 1 and α = 0 in Lemma 2.29. We obtain

|f(z) − Sf(z)| ≤ Cσ

∞∑
k=1

(1 − |ak|2)b−(n+1)

|1 − 〈z, ak〉|b
∫

D(ak,2r)

|f(w)| dv(w).

According to (2.20), we can find a constant C1 > 0 such that

|f(z) − Sf(z)| ≤ C1σ

∞∑
k=1

∫
D(ak,2r)

(1 − |w|2)b−(n+1)

|1 − 〈z, w〉|b |f(w)| dv(w).

Since each point of Bn belongs to at most N of D(ak, 2r), we must have

|f(z) − Sf(z)| ≤ C1Nσ

∫
Bn

(1 − |w|2)b−(n+1)

|1 − 〈z, w〉|b |f(w)| dv(w),

which is the desired estimate. ��
We can now prove the main result this section.

Theorem 3.23. For any b > n there exists a sequence {ak} in Bn such that the Bloch
space B consists exactly of functions of the form

f(z) =
∑

k

ck
(1 − |ak|2)b

(1 − 〈z, ak〉)b
, (3.12)

where {ck} ∈ l∞ and the series converges in the weak-star topology of B when B is
identified as the dual space of A1

α for α = b − n − 1.
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Proof. Let {ak} be a sequence satisfying the conditions of Theorem 2.23 and let f
be a function defined by (3.12).

First observe that the series in (3.12) converges uniformly on every compact sub-
set of Bn whenver {ck} is bounded. In fact, by Lemmas 1.24, 2.20, and 2.21, there
exists a constant C1 > 0 such that∑

k

|ck|(1 − |ak|2)b ≤ C1

∑
k

∫
D(ak,r/4)

(1 − |z|2)α dv(z)

< C

∫
Bn

(1 − |z|2)α dv(z) < ∞.

Next observe that if {ck} is bounded, then the series in (3.12) actually converges
in the norm topology of A1

α. In fact, by part (2) of Theorem 1.12, there exists a
constant C2 > 0 such that∑

k

|ck|(1 − |ak|2)b

∫
Bn

dvα(z)
|1 − 〈z, ak〉|b ≤ C2

∑
k

|ck|(1 − |ak|2)b log
2

1 − |ak|2 .

It follows that for any b′ ∈ (n, b) there exists a constant C3 > 0 such that∑
k

|ck|(1 − |ak|2)b

∫
Bn

dvα(z)
|1 − 〈z, ak〉|b ≤ C3

∑
k

|ck|(1 − |ak|2)b′ < ∞,

where the last inequality follows from the estimate in the previous paragraph.
Let g be a function in H∞, which is dense in A1

α. Then

〈g, f〉α =
∫

Bn

g(z)f(z)dvα(z) =
∑

k

ck(1 − |ak|2)bg(ak).

By Lemmas 2.24 and 1.24, there exists a constant C4 > 0 such that

|〈g, f〉α| ≤ C4

∑
k

∫
D(ak,r/4)

|g(z)| dvα(z) ≤ C4‖g‖1,α.

This shows that f induces a bounded linear functional on A1
α under the integral

pairing 〈 , 〉α. According to Theorem 3.17, we must have f ∈ B.
It is easy to see that, with some obvious minor adjustments, the above argument

also works when the sequence {ak} is replaced by the more dense sequence {akj}.
See Exercise 3.23.

To prove the other half of the theorem, we consider the space X consisting of
holomorphic functions f such that

‖f‖X = sup{(1 − |z|2)|f(z)| : z ∈ Bn} < ∞.

It is easy to see that X is a Banach space with the norm defined above.
Let S and T be the operators corresponding to the parameter b + 1. If f ∈ X ,

then by Lemma 3.22,
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|f(z)− Sf(z)| ≤ C5σ

∫
Bn

(1 − |w|2)b−n|f(w)| dv(w)
|1 − 〈z, w〉|b+1

for all z ∈ Bn, where C5 is a positive constant independent of the separation constant
r for {ak} and the separation constant η for {akj}. By Theorem 1.12, there exists
another constant C6 > 0 such that

‖f − Sf‖X ≤ C6σ‖f‖X , f ∈ X.

If we choose the separation constants η and r so that C6σ < 1, then the operator
I−S has norm less than 1 on X , where I is the identity operator, and so the operator
S is invertible on X .

Given any f ∈ B, we consider the function g = Rα,1f , where

α = b − (n + 1).

Since Rα,1 is a differential operator of order 1 with polynomial coefficients (see
Proposition 1.15), we have g ∈ X . With h = S−1g ∈ X we then have the represen-
tation

g(z) =
∞∑

k=1

J∑
j=1

vβ(Dkj)h(akj)
(1 − 〈z, akj〉)b+1

, (3.13)

where
β = (b + 1) − (n + 1) = b − n.

Apply the inverse of Rα,1, Rα,1, to both sides of (3.13) and use Proposition 1.14.
We arrive at the representation

f(z) =
∞∑

k=1

J∑
j=1

ckj
(1 − |akj |2)b

(1 − 〈z, akj〉)b
,

where

ckj =
vβ(Dkj)h(akj)
(1 − |akj |2)b

.

Since h ∈ X and

vβ(Dkj) ≤ vβ(Dk) ∼ (1 − |ak|2)n+1+β

= (1 − |ak|2)b+1 ∼ (1 − |akj |2)b+1,

we have {ckj} ∈ l∞ and the proof of the theorem is complete. ��
It is clear from the proof of the above theorem that the Bloch norm of a function

f is comparable to

inf{‖{ck}‖∞ : f is represented by (3.12)}.
We can also adopt the proof of the preceding theorem to obtain an atomic decompo-
sition theorem for the little Bloch space.
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Theorem 3.24. For any b > n there exists a sequence {ak} in Bn such that B0

consists exactly of functions of the form

f(z) =
∞∑

k=1

ck
(1 − |ak|2)b

(1 − 〈z, ak〉)b
,

where ck → 0 as k → ∞.

Proof. By the proof of Theorem 3.23, there exists a constant C > 0 such that∥∥∥∥∥
∞∑

k=1

ck

(
1 − |ak|2

1 − 〈z, ak〉
)b
∥∥∥∥∥ ≤ C sup

k≥1
|ck|,

where ‖ ‖ is the norm in B. It follows that if ck → 0, then

lim
N→∞

‖f − fN‖ = 0,

where f is given by the series (3.12) and {fN} is its partial sum sequence. Since
each fN is obviously in B0, we see that f ∈ B0 whenever ck → 0.

To prove the other direction, we consider the action of the operator S (corre-
sponding to the parameter b + 1) on the space

X0 = {f ∈ H(Bn) : (1 − |z|2)f(z) ∈ C0(Bn)}.

The differential operator Rα,1 is a bounded invertible operator from B0 onto X0.
When the seperation constant r for {ak} is small enough, S is invertible on X0, and
the proof of Theorem 3.23 shows every function f ∈ B0 admits a representation

f(z) =
∞∑

k=1

J∑
j=1

ckj
(1 − |akj |2)b

(1 − 〈z, akj〉)b

with

ckj =
vβ(Dkj)h(akj)
(1 − |akj |2)b

,

where h ∈ X0. Since

vβ(Dkj) ≤ vβ(Dk) ∼ (1 − |ak|2)b+1

and 1 − |akj |2 is comparable to 1 − |ak|2, the condition

lim
k→∞

(1 − |akj |2)h(akj) = 0

implies that ckj → 0 as k → ∞, and the proof is complete. ��
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3.7 Complex Interpolation

In this section we give further evidence that the Bloch space behaves like the limit of
Ap

α when p → ∞. We illustrate this behavior with the complex interpolation between
B and the weighted Bergman spaces Ap

α.

Theorem 3.25. Suppose α > −1 and

1
p

=
1 − θ

p′
,

where θ ∈ (0, 1) and 1 ≤ p′ < ∞. Then[
Ap′

α ,B
]

θ
= Ap

α

with equivalent norms.

Proof. Fix some real number β such that β > α. According to Theorem 2.11, Pβ

is a bounded projection from Lq(Bn, dvα) onto Aq
α for any 1 ≤ q < ∞. Also, by

Theorem 3.4, Pβ maps L∞(Bn) boundedly onto B.
If f ∈ Ap

α ⊂ Lp(Bn, dvα), then by the well-known complex interpolation of Lp

spaces, there exists a family of functions hζ in

Lp(Bn, dvα) + L∞(Bn) = Lp(Bn, dvα)

such that

(a) hζ depends on the parameter ζ continuously in 0 ≤ Re ζ ≤ 1 and analytically
in 0 < Re ζ < 1.

(b) hζ ∈ Lp′
(Bn, dvα) for Re ζ = 0 and hζ ∈ L∞(Bn) for Re ζ = 1, with

sup{‖hζ‖p′
p′,α : Re ζ = 0} ≤ ‖h‖p

p,α,

and
sup{‖h‖∞ : Re ζ = 1} ≤ ‖h‖p,α.

(c) f = hθ .

Let fζ = Pβhζ . Then fζ ∈ Ap′
α for Re ζ = 0, fζ ∈ B for Re ζ = 1, and fθ = f .

Appropriate norm estimates also hold for Re ζ = 0 and Re ζ = 1. This shows that
f ∈ [Ap′

α ,B]θ.
Conversely, if f ∈ [Ap′

α ,B]θ, then there exists a family of functions fζ in

Ap′
α + B = Ap′

α ,

where the parameter ζ satisfies 0 ≤ Re ζ ≤ 1, such that

(i) fζ depends on the parameter ζ continuously in 0 ≤ Re ζ ≤ 1 and analytically in
0 < Re ζ < 1.
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(ii) ‖fζ‖p′,α ≤ ‖f‖θ for all Re ζ = 0 and ‖fζ‖B ≤ ‖f‖θ for all Re ζ = 1.
(iii) f = fθ .

Define

hζ(z) =
cβ+1

cβ
(1 − |z|2)

(
fζ(z) +

Rfζ(z)
n + 1 + β

)
,

where 0 ≤ Re ζ ≤ 1. By Theorem 2.16,

‖hζ‖p′,α ≤ C‖fζ‖p′,α, Re ζ = 0,

and by Theorem 3.4,

‖hζ‖∞ ≤ C‖fζ‖B, Re ζ = 1.

By the complex interpolation for Lp spaces, we have hθ ∈ Lp(Bn, dvα). Since
fθ = Pβhθ (see the proof of Theorem 3.4), we conclude that f belongs to Ap

α.
This completes the proof of the theorem. ��

Notes

The Bloch space of the unit disk plays an important role in classical geometric func-
tion theory. Several excellent surveys exist, including [7], [8], [14], [15], and [124].

Serious research on the Bloch space of the unit ball began with Timoney’s papers
[111] and [112]. In particular, Theorem 3.4 was proved in [111], although the proof
here is less technical and more constructive. Theorems 3.6 and 3.9 are from [134].

The integral representation for the Bloch space and the duality between A1
α and

B can be found in many different papers, including [99] and [100], and any attempt
to find their first appearance would prove difficult. The explicit identification of the
Bloch space as the dual of Ap

α, 0 < p ≤ 1, using an appropriate weighted integral
pairing, was done in [133].

Pointwise multipliers of the Bloch space was characterized in [9] and later, in-
dependently, in [123]. The maximality of the Bloch space among Möbius invariant
function spaces was proved in [93] and [113].

Atomic decomposition for the Bloch space can be found in [30] and [91]. The
complex interpolation spaces between the Bloch space and a Bergman space Ap

α,
1 ≤ p < ∞, have been well known to be just the Bergman spaces Aq

α, p < q < ∞,
although a precise reference for the result is lacking.

Exercises

3.1. Suppose m = (m1, · · · , mn) is any given multi-index of nonnegative integers
with |m| > 0. Show that a holomorphic function f in Bn belongs to the Bloch space
if and only if

sup
{∣∣∣∣∂m(f ◦ ϕ)

∂zm
(0)
∣∣∣∣ : ϕ ∈ Aut(Bn)

}
< ∞.
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3.2. Suppose L is any nonzero linear functional on H(Bn). If a holomorphic function
f in Bn satisfies

sup{|L(f ◦ ϕ)| : ϕ ∈ Aut(Bn)} < ∞,

then f belongs to the Bloch space. If, in addition, L(1) 
= 0, then f belongs to
H∞(Bn).

3.3. Construct an unbounded function in B0 and a bounded function not in B0.

3.4. Show that the Bloch space is not separable.

3.5. Show that H∞ ⊂ B with ‖f‖B ≤ ‖f‖∞.

3.6. Show that for every point ζ ∈ Sn, the function f(z) = log(1 − 〈z, ζ〉) belongs
to the Bloch space, but not to the little Bloch space.

3.7. Suppose s > 0 and f is holomorphic in Bn. If the function

g(z) = (1 − |z|2)sf(z)

belongs to C(Bn), show that g actually belongs to C0(Bn).

3.8. Show that for any real a and b there exists a positive constant C such that∣∣∣∣1 − (1 − |z|2)a

(1 − |w|2)a

(1 − 〈w, u〉)b

(1 − 〈z, u〉)b

∣∣∣∣ ≤ Cβ(z, w)

for all z, w, and u in Bn with β(z, w) ≤ 1.

3.9. Suppose f is holomorphic in Bn and t > 0. Show that f ∈ B if and only if the
function (1 − |z|2)tRtf(z) is bounded in Bn.

3.10. Suppose f is holomorphic in Bn, t > 0, and

g(z) = (1 − |z|2)tRtf(z).

Show that f ∈ B0 if and only if g ∈ C0(Bn) if and only if g ∈ C(Bn).

3.11. If Φ : B0 → B0 is a linear operator satisfying ‖Φ(f)‖B = ‖f‖B for all f ∈ B0,
show that there exists some ϕ ∈ Aut(Bn) such that

Φ(f) = f ◦ ϕ − f(ϕ(0)), f ∈ B0.

See [62].

3.12. Show that the Taylor coefficients {am} of a function f ∈ B are bounded.
Similarly, if f ∈ B0, then its Taylor coefficients {am} tend to 0 as |m| → ∞.
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3.13. If f ∈ B and a = (a1, · · · , an) ∈ Bn. Show that there exist functions fk ∈ B,
1 ≤ k ≤ n, such that

f(z) − f(a) =
n∑

k=1

(zk − ak)fk(z), z ∈ Bn.

Do the same with B replaced by B0.

3.14. Show that

sup{|∇f(z)|2 : ‖f‖B ≤ 1} =
n + 1

2(1 − |z|2)2

for every z ∈ Bn.

3.15. Show that there exists a function f in B0 such that f cannot be approximated
by its Taylor polynomials in the norm topology of B.

3.16. For any b ≥ 0 there exists a positive constant C with the following property. If
h is any bounded function of the form

h(z) = (1 − |z|2)bf(z), z ∈ Bn,

where f is holomorphic in Bn, then

|h(z) − h(w)| ≤ C‖h‖∞β(z, w)

for all z and w in Bn.

3.17. Let α = b − (n + 1) and define an operator A on B as follows.

Af(z) =
∑

k

vα(Dk)h(ak)
(1 − 〈z, ak〉)b

,

where

h(z) =
cα+1

cα
(1 − |z|2)

(
f(z) +

Rf(z)
n + 1 + α

)
.

Show that A is invertible on B when the separation constant r for {ak} is small
enough. Use this to give an alternative proof of the atomic decomposition of B.

3.18. Show that

|ϕa(z) − a|2 =
(1 − |a|2)(|z|2 − |〈z, a〉|2)

|1 − 〈z, a〉|2

for all a and z in Bn.
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3.19. For any p > 0 there exists a constant C > 0 (depending on p) such that∫
Sn

|f(rζ)|p dσ(ζ) ≤ C‖f‖p
B

[
log

1
1 − r

]p/2

for all f ∈ B with f(0) = 0.

3.20. Show that a holomorphic function f in Bn belongs to B if and only if

sup
|f(z) − f(w)|(1 − |z|2)1/2(1 − |w|2)1/2

|w − Pw(z) − (1 − |w|2)1/2Qw(z)| < ∞,

where the supremum is taken over all z ∈ Bn and all w ∈ Bn − {0}. Recall that Pw

is the orthogonal projection from Cn onto the one-dimensional subspace spanned by
w, and Qw is the orthogonal projection from Cn onto the orthogonal complement of
w. See [72].

3.21. Show that

lim sup
w→z

β(z, w)
|z − w| = sup{|∇f(z)| : ‖f‖B ≤ 1}

for all z ∈ Bn.

3.22. Let M be the Banach space of all finite Borel measures µ on Bn equipped with
the norm ‖µ‖ = |µ|(Bn). Then M is the Banach dual of C(Bn). Show that A1

α is
weak-star closed in M .

3.23. Reprove the first part of Theorem 3.23 when the sequence {ak} is replaced by
the more dense sequence {akj}.

3.24. For any α > 0 formulate and prove an atomic decomposition for the space
A−α consisting of functions f ∈ H(Bn) such that

‖f‖−α = sup{(1 − |z|2)α|f(z)| : z ∈ Bn} < ∞.

Show that this cannot be done for H∞(Bn).

3.25. Formulate and prove a duality theorem between A1
α and A−α.

3.26. Is the Bloch space isomorphic to H∞(Bn)?

3.27. Suppose ϕ is holomorphic in Bn. Show that the following two conditions are
equivalent:

(a) ϕ ∈ B.
(b) There exists a constant C > 0 such that∫

Bn

|Pα(ϕ f̄)(z)|2 dvα(z) ≤ C

∫
Bn

|f(z)|2 dvα(z)

for all f ∈ A2
α.



108 3 The Bloch Space

3.28. Suppose ϕ is holomorphic in Bn. Show that the following two conditions are
equivalent:

(a) ϕ ∈ B.
(b) There exists a constant C > 0 such that∫

Bn

|ϕ(z)f(z) − Pα(ϕf)(z)|2 dvα(z) ≤ C

∫
Bn

|f(z)|2 dvα(z)

for all f ∈ A2
α.

3.29. Formulate and prove the little oh versions of Problems 3.27 and 3.28.
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Hardy Spaces

In this chapter we study holomorphic Hardy spaces and the associated Cauchy-Szegö
projection. Main topics covered include the existence of boundary values, the bound-
edness of the Cauchy-Szegö projection on Lp(Sn, dσ) for 1 < p < ∞, Littlewood-
Paley identities based on the the radial derivative and the invariant gradient, embed-
ding theorems, and complex interpolation. Since the boundary behavior of functions
in Hardy spaces are usually studied via the Poisson integral, the first section of the
chapter contains the basic properties of the Poisson transform.

4.1 The Poisson Transform

The Bergman kernel plays an essential role in the study of Bergman spaces. Two
integral kernels are fundamental in the theory of Hardy spaces; they are the Cauchy-
Szegö kernel,

C(z, ζ) =
1

(1 − 〈z, ζ〉)n
, (4.1)

and the (invariant) Poisson kernel,

P (z, ζ) =
(1 − |z|2)n

|1 − 〈z, ζ〉|2n
. (4.2)

Note that the Poisson kernel here is different from the associated Poisson kernel
when Bn is thought of as the unit ball in R2n, unless n = 1.

The following result will be referred to as Cauchy’s formula.

Proposition 4.1. If f belongs to the ball algebra, then

f(z) =
∫

Sn

C(z, ζ)f(ζ) dσ(ζ)

for all z ∈ Bn.
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Proof. For any given z ∈ Bn the Cauchy kernel C(z, ζ) is bounded in ζ ∈ Sn.
Approximating f by fr uniformly on Bn, and then approximating each fr uniformly
by its Taylor polynomials, we reduce the proof of Cauchy’s formula to the case where
f is a monomial.

When f(z) = zm, where m = (m1, · · · , mn) is a multi-index of nonnegative
integers, we have∫

Sn

ζm dσ(ζ)
(1 − 〈z, ζ〉)n

=
∞∑

k=0

Γ(k + n)
k! Γ(n)

∫
Sn

ζm〈z, ζ〉k dσ(ζ)

=
Γ(n + |m|)
|m|! Γ(n)

∫
Sn

ζm〈z, ζ〉|m| dσ(ζ).

Since

〈z, ζ〉|m| =
∑

|α|=|m|

|m|!
α!

zα ζ
α

by the multi-nomial formula, where α = (α1, · · · , αn) is a multi-index of nonnega-
tive integers, we have∫

Sn

ζm dσ(ζ)
(1 − 〈z, ζ〉)n

=
Γ(n + |m|)
|m|! Γ(n)

|m|!
m!

zm

∫
Sn

|ζm|2 dσ(ζ).

An application of Lemma 1.11 then gives us∫
Sn

ζm dσ(ζ)
(1 − 〈z, ζ〉)n

= zm.

��
As a consequence of Cauchy’s formula we obtain the following Poisson integral

representation for functions in the ball algebra.

Proposition 4.2. If f is in the ball algebra, then

f(z) =
∫

Sn

P (z, ζ)f(ζ) dσ(ζ)

for all z ∈ Bn.

Proof. Fix f in the ball algebra and z in Bn. The function

g(w) = f(w)C(w, z), w ∈ Bn,

also belongs to the ball algebra. Applying Cauchy’s formula to g at the point z, we
obtain

f(z)
(1 − |z|2)n

=
∫

Sn

f(ζ) dσ(ζ)
|1 − 〈z, ζ〉|2n

,

or

f(z) =
∫

Sn

P (z, ζ)f(ζ) dσ(ζ),

which is the desired integral representation. ��



4.1 The Poisson Transform 111

For every function f ∈ L1(Sn, dσ) we can define a function P [f ] on Bn as
follows.

P [f ](z) =
∫

Sn

P (z, ζ)f(ζ) dσ(ζ). (4.3)

The function P [f ] will be called the Poisson transform, or the Poisson integral, of f .
More generally, if µ is any finite complex Borel measure on Sn, we define

P [µ](z) =
∫

Sn

P (z, ζ) dµ(ζ), z ∈ Bn. (4.4)

The function P [µ] is called the Poisson transform, or the Poisson integral of µ.
The Cauchy transform of a function in L1(Sn, dσ) is defined as

C[f ](z) =
∫

Sn

C(z, ζ)f(ζ) dσ(ζ), z ∈ Bn, (4.5)

and more generally, the Cauchy transform of a finite complex Borel measure µ on
Sn is defined as

C[µ](z) =
∫

Sn

C(z, ζ) dµ(ζ), z ∈ Bn. (4.6)

The Cauchy transform will be studied in Section 4.3.
In this section, we prove several fundamental properties of the Poisson trans-

form, including the Möbius invariance and the existence of boundary values almost
everywhere on Sn.

First recall that every automorphism ϕ is the composition of a unitary U and a
symmetry ϕa. It is clear from the definition that each ϕa extends holomorphically
to the closed unit ball. Furthermore, the restriction of ϕa to the unit sphere Sn is a
homeomorphism. The same can be said for each unitary and hence for each auto-
morphism of Bn.

The following result states that the Poisson transform is invariant under the action
of the automorphism group.

Theorem 4.3. If f ∈ L1(Sn, dσ) and ϕ ∈ Aut(Bn), then

P [f ◦ ϕ](z) = P [f ](ϕ(z))

for all z ∈ Bn.

Proof. By an approximation argument, we may assume that f is continuous on the
unit sphere Sn.

Write ϕ = Uϕa, where U is a unitary and a = ϕ−1(0). By Lemmas 1.2 and 1.3,

P (ϕ(z), ϕ(ζ)) =
P (z, ζ)
P (a, ζ)

.

It follows that
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Sn

P (ϕ(rη), ϕ(ζ)) dσ(η) = P (ϕ(0), ϕ(ζ))

for ϕ ∈ Aut(Bn), ζ ∈ Sn, and 0 ≤ r < 1. Replacing ϕ(ζ) by ζ in the above
equation, and then using Fubini’s theorem, we obtain

P [f ](ϕ(0)) =
∫

Sn

P [f ](ϕ(rζ)) dσ(ζ)

for all 0 ≤ r < 1. For f continuous on Sn, it is easy to see that

lim
r→1−

P [f ](ϕ(rζ)) = f(ϕ(ζ))

uniformly for ζ ∈ Sn. Thus

P [f ](ϕ(0)) =
∫

Sn

f(ϕ(ζ)) dσ(ζ),

or
P [f ](ϕ(0)] = P [f ◦ ϕ](0).

In general, we apply the above identity twice to obtain

P [f ](ϕ(z)) = P [f ](ϕ ◦ ϕz(0)) = P [f ◦ ϕ ◦ ϕz ](0)

= P [f ◦ ϕ](ϕz(0)) = P [f ◦ ϕ](z).

This proves the Möbius invariance of the Poisson transform. ��
Corollary 4.4. If f ∈ L1(Sn, dσ), then we have the change of variables formula∫

Sn

f ◦ ϕ(ζ) dσ(ζ) =
∫

Sn

P (a, ζ)f(ζ) dσ(ζ) (4.7)

for every ϕ ∈ Aut(Bn), where a = ϕ(0).

Proof. Simply set z = 0 in Theorem 4.3. ��
It follows from Corollary 4.4 that for any fixed z ∈ Bn, the Poisson kernel

P (z, ζ) is the real Jacobian determinant of the mapping

ϕz : Sn → Sn

with respect to the surface measure σ. In particular, we have∫
Sn

f ◦ ϕz(ζ) dσ(ζ) =
∫

Sn

P (z, ζ)f(ζ) dσ(ζ) (4.8)

for f ∈ L1(Sn, dσ) and z ∈ Bn.
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Corollary 4.5. If f is in the ball algebra, then

|f(z)|p ≤
∫

Sn

P (z, ζ)|f(ζ)|p dσ(ζ)

for all z ∈ Bn and 0 < p < ∞.

Proof. The special case z = 0 follows from the subharmonicity of |f |p. For a general
z ∈ Bn we apply the special case to the function

g(w) = f ◦ ϕz(w), w ∈ Bn,

and make a change of variables according to (4.8). The desired result then follows.
��

We proceed to show that the Poisson transform of any finite Borel measure on Sn

has a very strong boundary value at almost every point of Sn. This will be used in the
next section to show that every function in any Hardy space must have a boundary
value at almost every point of Sn.

We begin with some geometric considerations and several notions of maximal
functions.

The first maximum function is defined for Borel measures on Sn in terms of a
so-called nonisotropic metric on Sn. Thus for z and w in Bn we define

d(z, w) = |1 − 〈z, w〉|1/2. (4.9)

Elementary calculations (see Exercise 4.1) show that

d(z, w) ≤ d(z, u) + d(u, w) (4.10)

for all z, w, and u in Bn. Furthermore, if z and w are points on Sn, then d(z, w) = 0
if and only if z = w. It follows that the restriction of d on Sn is a metric.

For ζ ∈ Sn and δ > 0 we let

Q(ζ, δ) = {η ∈ Sn : d(ζ, η) < δ} (4.11)

be the nonisotropic metric ball at ζ with radius δ. It is obvious that Q(ζ, δ) = Sn

when δ ≥ √
2.

Lemma 4.6. There exist positive constants A1 and A2 (depending on n only) such
that

A1 ≤ σ(Q(ζ, δ))
δ2n

≤ A2

for all ζ ∈ Sn and all δ ∈ (0,
√

2).

Proof. The result is obvious when n = 1. Also, it follows from symmetry that
σ(Q(ζ, δ)) is independent of ζ.

So we may assume that n > 1 and ζ = e1. Applying (1.13), we obtain
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σ(Q(ζ, δ)) = (n − 1)
∫

E(δ)

(1 − |z|2)n−2 dA(z),

where
E(δ) = {z ∈ C : |z| < 1, |1 − z| < δ2}

and dA is the normalized area measure on C. From

1 − |z|2 = (1 − |z|)(1 + |z|) ≤ 2(1 − |z|)
and the definition of E(δ) we deduce

σ(Q(ζ, δ)) ≤ (n − 1)2n−2

∫
E(δ)

(1 − |z|)n−2 dA(z)

≤ (n − 1)2n−2δ2(n−2)A(E(δ))

< (n − 1)2n−2δ2n−4δ4 = (n − 1)2n−2δ2n.

On the other hand, for δ ≤ √
2, the set E(δ) clearly contains

Ω(δ) = {1 + reiθ : 0 < r < δ2, |θ − π| ≤ π/4}.
For z = 1 + reiθ ∈ Ω(δ), we have

1 − |z|2 = r(−2 cos θ − r) ≥ r(
√

2 − 1),

so

σ(Q(ζ, δ)) ≥ (n − 1)
∫

Ω(δ)

(1 − |z|2)n−2 dA(z)

≥ n − 1
2

∫ δ2

0

rn−2(
√

2 − 1)n−2 r dr

=
n − 1
2n

(
√

2 − 1)n−2δ2n.

This completes the proof of the lemma. ��
We will need the following elementary covering lemma on several occasions.

Lemma 4.7. Suppose N is a natural number and

E =
N⋃

k=1

Q(ζk, δk).

There exists a subsequence {ki}, 1 ≤ i ≤ M , such that

(a) The balls Q(ζki , δki) are disjoint.
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(b) The balls Q(ζki , 3δki) cover E.

(c) The inequality

σ(E) ≤ C

M∑
i=1

σ(Q(ζki , δki))

holds for

C = sup
{

σ(Q(ζ, 3δ))
σ(Q(ζ, δ))

: ζ ∈ Sn, δ > 0
}

.

Proof. First notice that C is a finite positive constant in view of Lemma 4.6.
Without loss of generality we may assume that the finite sequence {δk} is non-

increasing. We let k1 = 1 and construct a subsequence {ki} inductively as follows.
Suppose i ≥ 1 and ki has been chosen. If Q(ζki , δki) intersects Q(ζk, δk) for

every k > ki, we stop. Otherwise, let ki+1 be the first index k after ki such that
Q(ζki+1 , δki+1) is disjoint from Q(ζki , δki). Since the original collection is finite,
this process stops after a finite number of steps, and we obtain a subsequence {ki}
satisfying (a).

If ki ≤ k < ki+1, then δk ≤ δki , and Q(ζk, δk) intersects Q(ζki , δki). It follows
from the triangle inequality that

Q(ζk, δk) ⊂ Q(ζki , 3δki).

Similarly, if kM < k, then

Q(ζk, δk) ⊂ Q(ζkM , 3δkM ).

This proves (b). Part (c) follows from (b) and the definition of C. ��
We now introduce the first maximal operator.
For a complex Borel measure µ on Sn we let |µ| denote the total variation of µ,

so |µ| becomes a positive Borel measure on Sn, and we write ‖µ‖ = |µ|(Sn). The
function

(Mµ)(ζ) = sup
δ>0

|µ|(Q(ζ, δ))
σ(Q(ζ, δ))

, ζ ∈ Sn, (4.12)

is called the maximal function of µ on Sn. It is clear that µ and |µ| have the same
maximal function.

When dµ = f dσ, where f ∈ L1(Sn, dσ), we use Mf to denote the resulting
maximal function. Thus

(Mf)(ζ) = sup
δ>0

1
σ(Q(ζ, δ))

∫
Q(ζ,δ)

|f | dσ, ζ ∈ Sn. (4.13)

For each fixed δ > 0 the function

ζ �→ |µ|(Q(ζ, δ))
σ(Q(ζ, δ))
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is lower semi-continuous on Sn. It follows that Mµ is always lower semi-continuous,
that is, the set

{Mµ > t} = {ζ ∈ Sn : (Mµ)(ζ) > t}
is open in Sn for every t.

Lemma 4.8. There exists a constant C > 0 such that

σ(Mµ > t) ≤ C‖µ‖
t

for every complex Borel measure µ on Sn and every t > 0.

Proof. Fix µ and t > 0. If K is a compact subset of the open set {Mµ > t},
then K is covered by a finite collection Φ of open balls Q = Q(ζ, δ) such that
|µ|(Q) > tσ(Q). Let Φ0 be a subcollection of Φ chosen according to Lemma 4.7.
Then

σ

(⋃
Φ

Q

)
≤ C

∑
Φ0

σ(Q),

and so

σ(K) ≤ C
∑

Q∈Φ0

σ(Q) <
C

t

∑
Q∈Φ0

|µ|(Q) ≤ C‖µ‖
t

,

where the disjointness of Φ0 was used in the last inequality above. Taking the supre-
mum over all compact K in {Mµ > t} gives the desired result. ��

If dµ = fdσ is absolutely continuous with respect to σ, then the preceding
lemma states that

tσ(Mf > t) ≤ C

∫
Sn

|f | dσ (4.14)

for all t > 0. In general, a measurable function g on Sn satisfying

sup
t>0

(tσ(|g| > t)) < ∞

is said to belong to weak L1(Sn, dσ).

Theorem 4.9. For each p ∈ (1,∞) there exists a constant Cp > 0 such that∫
Sn

|Mf |p dσ ≤ Cp

∫
Sn

|f |p dσ

for all f ∈ Lp(Sn, dσ).

Proof. It is obvious that the maximal operator M is sub-additive, that is,

M(f + g) ≤ Mf + Mg.

It is also obvious that M maps L∞(Sn) into L∞(Sn). The desired result then follows
from (4.14) and the Marcinkiewicz interpolation theorem. ��
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The second maximal operator we will introduce makes use of certain approach
regions in Bn near Sn. Thus for ζ ∈ Sn and α > 1 we let Dα(ζ) denote the set of
points z in Bn such that

|1 − 〈z, ζ〉| <
α

2
(1 − |z|2).

If α ≤ 1, the above condition defines the empty set. For any fixed ζ ∈ Sn, the regions
Dα(ζ) fill Bn as α → ∞.

For α > 1 and f continuous in Bn, we define a function Mαf on Sn by

(Mαf)(ζ) = sup{|f(z)| : z ∈ Dα(ζ)}. (4.15)

Since the continuity of f implies that {Mαf ≤ t} is closed in Sn for every t, the
maximal function Mαf is lower semi-continuous.

Theorem 4.10. For every α > 1 there exists a constant C = Cα > 0 such that

MαP [µ] ≤ CMµ

for every finite complex Borel measure µ on Sn.

Proof. Since M |µ| = Mµ and |P [µ]| ≤ P [|µ|], we may as well assume that µ is
positive. By Lemma 4.6, there exists a positive constant C such that σ(Q(ζ, δ)) ≤
Cδ2n for all ζ ∈ Sn and δ > 0.

Fix a point ζ ∈ Sn such that Mµ(ζ) < ∞, and fix a point z ∈ Dα(ζ). Let
r = |z|, t = 8α(1 − r), and

V0 = {η ∈ Sn : |1 − 〈η, ζ〉| < t}.
For 1 ≤ k ≤ N , where N is the first natural number with 2N t > 2, define

Vk = {η ∈ Sn : 2k−1t ≤ |1 − 〈η, ζ〉| < 2kt}.

Since Vk ⊂ Q(ζ,
√

2kt), we have

µ(Vk) ≤ µ
(
Q(ζ,

√
2kt)

) ≤ Mµ(ζ)σ
(
Q(ζ,

√
2kt)

) ≤ C(2kt)nMµ(ζ) (4.16)

for 0 ≤ k ≤ N .
Since P (z, η) < 2n(1 − r)−n, we have∫

V0

P (z, η) dµ(η) ≤ 2nµ(V0)
(1 − r)n

≤ C

(
2t

1 − r

)n

Mµ(ζ) = C(16α)nMµ(ζ).

For any η ∈ Sn, we have

|1 − 〈z, ζ〉| <
α

2
(1 − |z|2) ≤ α(1 − |z|) ≤ α|1 − 〈z, η〉|,

or
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d(z, ζ) <
√

α d(z, η).

It follows from the triangle inequality for the nonisotropic “metric” d on Bn that

d(ζ, η) ≤ d(ζ, z) + d(z, η) ≤ (1 +
√

α) d(z, η) ≤ 2
√

α d(z, η).

If 1 ≤ k ≤ N and η ∈ Vk, then

|1 − 〈ζ, η〉| ≤ 4α|1 − 〈z, η〉|,

and so

P (z, η) ≤ (4αt)n

|1 − 〈ζ, η〉|2n
≤
(

16α

4kt

)n

.

This along with (4.16) shows that∫
Vk

P (z, η) dµ(η) ≤
(

16α

4kt

)n

µ(Vk) ≤ C

(
16α

2k

)n

Mµ(ζ)

for 1 ≤ k ≤ N .
From the decomposition∫

Sn

P (z, η) dµ(η) =
∫

V0

P (z, η) dµ(η) +
N∑

k=1

∫
Vk

P (z, η) dµ(η)

we now deduce that ∫
Sn

P (z, η) dµ(η) ≤ 2C(16α)nMµ(ζ).

Since z ∈ Dα(ζ) is arbitrary, we conclude that

MαP [µ](ζ) ≤ 2C(16α)nMµ(ζ),

completing the proof of the theorem. ��
Corollary 4.11. For every 1 < p < ∞ and α > 1 there exists a constant C > 0
such that ∫

Sn

|MαP [f ]|p dσ ≤ C

∫
Sn

|f |p dσ

for all f ∈ Lp(Sn, dσ).

Proof. This is a direct consequence of Theorems 4.9 and 4.10. ��
We need two Lebesgue differentiation type results before we can prove the exis-

tence of boundary values of the Poisson transform of a measure on Sn. The phrase
“for almost every ζ ∈ Sn” always refers to Lebesgue measure σ, unless otherwise
specified.



4.1 The Poisson Transform 119

Lemma 4.12. If f ∈ L1(Sn, dσ), then

lim
δ→0

1
σ(Q(ζ, δ))

∫
Q(ζ,δ)

|f − f(ζ)| dσ = 0 (4.17)

for almost every ζ ∈ Sn. Consequently,

f(ζ) = lim
δ→0

1
σ(Q(ζ, δ))

∫
Q(ζ,δ)

f dσ (4.18)

for almost every ζ ∈ Sn.

Proof. Define

Tf(ζ) = lim sup
δ→0

1
σ(Q(ζ, δ))

∫
Q(ζ,δ)

|f − f(ζ)| dσ, ζ ∈ Sn.

For any ε > 0 we can find a function g, continuous on Sn, such that

‖f − g‖1 =
∫

Sn

|f − g| dσ < ε.

Let h = f − g. Then Tf ≤ Tg + Th, Tg = 0, and Th ≤ |h| + Mh. It follows that
Tf ≤ |h| + Mh, and so for any t > 0, {Tf > t} is a subset of

Et =
{
|h| >

t

2

}⋃{
Mh >

t

2

}
.

Note that ∫
Sn

|h| dσ ≥ t

2
σ

(
|h| >

t

2

)
.

Combining this with (4.14), we find a constant C > 0, independent of t and ε, such
that

σ(Et) ≤ C‖h‖1

t
≤ Cε

t
.

This implies that

σ(Tf > t) ≤ Cε

t
.

Since ε is arbitrary, we must have σ{Tf > t} = 0 for any t > 0. Since t is arbitrary,
we conclude that Tf (ζ) = 0 for almost every ζ ∈ Sn. ��
Corollary 4.13. If f ∈ L1(Sn, dσ), then |f(ζ)| ≤ Mf(ζ) for almost every ζ ∈ Sn.

Proof. Since ∣∣∣∣∣ 1
σ(Q(ζ, δ))

∫
Q(ζ,δ)

f dσ

∣∣∣∣∣ ≤ Mf(ζ),

the desired inequality follows from (4.18) in Lemma 4.12. ��
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Lemma 4.14. Suppose µ is a finite Borel measure on Sn. If µ is singular with respect
to σ, then

lim sup
δ→0

µ(Q(ζ, δ))
σ(Q(ζ, δ))

= 0

for almost every ζ ∈ Sn.

Proof. Without loss of generality we may assume that µ is positive. Define

Dµ(ζ) = lim sup
δ→0

µ(Q(ζ, δ))
σ(Q(ζ, δ))

, ζ ∈ Sn.

For any positive number ε we can decompose µ = µ1 + µ2, where µ1 is the
restriction of µ to some compact set K with σ(K) = 0 and ‖µ2‖ < ε. Off the
compact set K , we have Dµ1 = 0, or Dµ = Dµ2. It follows that for any positive
number t,

K ∪ {Dµ > t} = K ∪ {Dµ2 > t} ⊂ K ∪ {Mµ2 > t},
so the σ-measure of the last set is at most C‖µ2‖/t, where C is the positive constant
from Lemma 4.8. Since ‖µ2‖ < ε and ε is arbitrary, we must have σ{Dµ > t} = 0
for any t > 0. Letting t → 0, we conclude that Dµ(ζ) = 0 for almost every ζ ∈ Sn.

��
For any finite complex Borel measure µ on Sn, we consider the Lebesgue decom-

position dµ = f dσ + dµs, where f ∈ L1(Sn, dσ) and µs is singular with respect to
σ. Combining (4.18) and Lemma 4.14, we conclude that

lim
δ→0

µ(Q(ζ, δ))
σ(Q(ζ, δ))

= f(ζ) (4.19)

for almost every ζ ∈ Sn.
In what follows we are going to write

dµ

dσ
(ζ) = Dµ(ζ) = lim

δ→0

µ(Q(ζ, δ))
σ(Q(ζ, δ))

(4.20)

for ζ ∈ Sn, whenever the limit exists. If dµ = f dσ + dµs is the Lebesgue decom-
position of µ, then

dµ

dσ
= f (4.21)

almost everywhere on Sn.
Suppose f is a function on Bn. We say that f has K-limit L at some ζ ∈ Sn, and

write
Klimf(ζ) = L,

if for every α > 1 we have

lim
z→ζ,z∈Dα(ζ)

f(z) = L.

We can now prove the existence of boundary values of the Poisson transform of
any finite complex Borel measure on Sn.
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Theorem 4.15. If µ is a finite complex Borel measure on Sn, then

KlimP [µ](ζ) =
dµ

dσ
(ζ)

for almost every point ζ ∈ Sn.

Proof. First assume that µ is positive and ζ ∈ Sn is a point such that

dµ

dσ
(ζ) = 0.

For any ε > 0 we can find a positive number δε such that

µ(Q(ζ, δ)) < εσ(Q(ζ, δ))

for all δ ∈ (0, δε). Let µε be the restriction of µ to Q(ζ, δε) and let ν = µ − µε. It
is clear that P [ν] has K-limit 0 at ζ and Mµε(ζ) ≤ ε. If a sequence {zk} ⊂ Dα(ζ)
converges to ζ, then by Theorem 4.10,

lim sup
k→∞

P [µ](zk) = lim sup
k→∞

(P [ν](zk) + P [µε](zk)) ≤ Cε.

Since ε is arbitrary, we must have

Klimk→∞P [µ](ζ) = 0. (4.22)

Since |P [µ]| ≤ P [|µ|], a combination of this and Lemma 4.14 proves the theorem in
the case when µ is singular.

Next assume that µ is absolutely continuous with respect to σ, say, dµ = f dσ.
By Lemma 4.12,

lim
δ→0

1
σ(Q(ζ, δ))

∫
Q(ζ,δ)

|f − f(ζ)| dσ = 0

for almost every ζ ∈ Sn. Fix a point ζ ∈ Sn such that the above limit is zero and
define a finite positive Borel measure µ′ on Sn by

µ′(E) =
∫

E

|f − f(ζ)| dσ.

By Lemma 4.12, we have

dµ′

dσ
(η) = |f(η) − f(ζ)|

for almost all η ∈ Sn. It follows that

dµ′

dσ
(ζ) = 0
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and

P [µ′](z) =
∫

Sn

P (z, η) dµ′(η)

=
∫

Sn

P (z, η)|f(η) − f(ζ)| dσ(η)

≥ |P [f ](z) − f(ζ)|.

Combining this with (4.22), we see that the K-limit of P [f ]− f(ζ) at ζ is 0, that is,

KlimP [f ](ζ) = f(ζ).

The general case then follows from the Lebesgue decomposition of µ. ��
Corollary 4.16. If g ∈ L1(Sn, dσ) and f = P [g], then

Klimf(ζ) = g(ζ)

for almost every ζ ∈ Sn. If µ is a singular measure on Sn and f = P [µ], then

Klimf(ζ) = 0

for almost every ζ ∈ Sn.

4.2 Hardy Spaces

For 0 < p < ∞ the Hardy space Hp consists of holomorphic functions f in Bn such
that

‖f‖p
p = sup

0<r<1

∫
Sn

|f(rζ)|p dσ(ζ) < ∞. (4.23)

We begin with the maximum rate of growth for a function in Hp near the bound-
ary of Bn.

Theorem 4.17. Suppose 0 < p < ∞ and f ∈ Hp. Then

|f(z)| ≤ ‖f‖p

(1 − |z|2)n/p

for all z ∈ Bn. Furthermore, the exponent n/p is best possible.

Proof. Fix f ∈ Hp and z ∈ Bn. For any 0 < r < 1 consider

Fr(w) = fr(ϕz(w))
(1 − |z|2)n/p

(1 − 〈w, z〉)2n/p
, w ∈ Bn,
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where fr(w) = f(rw) for w ∈ Bn and ϕz is the involutive automorphism of Bn that
interchanges 0 and z. By the subharmonicity of |Fr|p and the change of variables
formula (4.8), we have

|Fr(0)|p ≤
∫

Sn

|Fr(ζ)|p dσ(ζ) =
∫

Sn

|fr(ζ)|p dσ(ζ) ≤ ‖f‖p
p.

The desired result then follows from letting r → 1−. ��
It is easy to see that the exponent n/p in the theorem above is best possible.

However, by approximating functions in Hp by polynomials (see Corollary 4.26) we
can show that

f(z) = o

(
1

(1 − |z|2)n/p

)
, |z| → 1−,

for every f ∈ Hp.
As a consequence of Theorem 4.17 we see that point evaluations are bounded

linear functionals on each of the Hardy spaces. Actually, point evaluations are uni-
formly bounded on compact subsets of Bn.

Corollary 4.18. Suppose 0 < p < ∞ and K is a compact subset of Bn. Then there
exists a constant C > 0 such that

|f(z)| ≤ C‖f‖p

for all f ∈ Hp and z ∈ K .

Next we show that the Hardy spaces are all complete.

Corollary 4.19. If 1 ≤ p < ∞, the Hardy space Hp is a Banach space with the
norm ‖ ‖p. If 0 < p < 1, Hp is a complete metric space with the distance function

d(f, g) = ‖f − g‖p
p.

Proof. It suffices to show that each Hp is complete in ‖ ‖p. So assume that {fk}
is a Cauchy sequence in Hp. By Corollary 4.18, the sequence {fk(z)} is uniformly
Cauchy on every compact subset of Bn. It follows that {fk} converges to a holomor-
phic function f in Bn, and the convergence is uniform on every compact subset of
Bn.

Given any ε > 0 there is a natural number N such that

‖fk − fl‖p < ε, k > N, l > N.

For any 0 < r < 1 we have∫
Sn

|fk(rζ) − f(rζ)|p dσ(ζ) = lim
l→∞

∫
Sn

|fk(rζ) − fl(rζ)|p dσ(ζ) ≤ εp

whenever k > N . It follows that fk − f ∈ Hp for all k > N , so f ∈ Hp, and

‖fk − f‖p ≤ ε

for all k > N . This shows that Hp is complete . ��
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We are going to prove two Littlewood-Paley type idenities for Hp in terms of the
radial derivative and the invariant gradient. Thus for 0 < p < ∞ and f holomorphic
in Bn we introduce the integral means

Mp(r, f) =
(∫

Sn

|f(rζ)|p dσ(ζ)
)1/p

,

where 0 ≤ r < 1. We shall see that Mp(r, f)p, as a function of r, is differentiable
on [0, 1).

We begin with the case n = 1.
Let f be a nonconstant analytic function in the unit disk D with f(0) = 0 and

p > 0. Fix any r ∈ (0, 1) such that f does not have any zero on |z| = r. Let
{z1, · · · , zm} be the zeros of f in 0 < |z| < r. Define

Ω = Ωε = {z ∈ D : |z| < r} − {z ∈ D : |z| ≤ ε} −
m⋃

k=1

{z ∈ D : |z − zk| ≤ ε},

where ε is a small enough positive number such that the disks being removed from
|z| < r to form Ωε are disjoint.

The classical Green’s formula states that∫
Ω

(v∆u − u∆v) dx dy =
∫

∂Ω

(
v
∂u

∂n
− u

∂v

∂n

)
ds,

where u(z) = |f(z)|p, v(z) = log(r/|z|), and z = x + iy. Since ∆v = 0 in Ω, we
have∫

Ω

(∆|f |p) log
r

|z| dx dy =
∫
|z|=r

(
∂|f |p
∂n

log
r

|z| − |f |p ∂

∂n
log

r

|z|
)

ds

−
∫
|z|=ε

(
∂|f |p
∂n

log
r

|z| − |f |p ∂

∂n
log

r

|z|
)

ds

−
m∑

k=1

∫
|z−zk|=ε

(
∂|f |p
∂n

log
r

|z| − |f |p ∂

∂n
log

r

|z|
)

ds.

On the circle |z| = r, with z = reiθ , we have

log
r

|z| = 0,
∂

∂n
log

r

|z| = −1
r
, ds = r dθ.

It is easy to see that

lim
ε→0

∫
|z|=ε

(
∂|f |p
∂n

log
r

|z| − |f |p ∂

∂n
log

r

|z|
)

ds = 0,

and for 1 ≤ k ≤ m,
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lim
ε→0

∫
|z−zk|=ε

(
∂|f |p
∂n

log
r

|z| − |f |p ∂

∂n
log

r

|z|
)

ds = 0.

Since

∆|f(z)|p = 4
∂2

∂z∂z̄
|f(z)|p = p2|f ′(z)|2|f(z)|p−2

whenever f(z) 
= 0, and since the singularity of |f ′(z)|2|f(z)|p−2 at each zero in D

is integrable with respect to area measure, we let ε approach 0 and conclude that

p2

∫
|z|<r

|f ′(z)|2|f(z)|p−2 log
r

|z| dx dy =
∫ 2π

0

|f(reiθ)|p dθ.

We established this under the assumption that f is nonvanishing on |z| = r. A con-
tinuity argument then shows that the above identity holds for every r ∈ [0, 1). Using
polar coordinates on |z| < r, we can write

1
2π

∫ 2π

0

|f(reiθ)|p dθ =
p2

2π

∫ r

0

(
log

r

t

)
t dt

∫ 2π

0

|f ′(teiθ)|2|f(teiθ)|p−2 dθ

=
p2

2π
log r

∫ r

0

t dt

∫ 2π

0

|f ′(teiθ)|2|f(teiθ)|p−2 dθ

+
p2

2π

∫ r

0

t log
1
t

dt

∫ 2π

0

|f ′(teiθ)|2|f(teiθ)|p−2 dθ.

Differentiating with respect to r, we arrive at

r
d

dr

(
1
2π

∫ 2π

0

|f(reiθ)|p dθ

)
=

p2

2

∫
|z|<r

|f ′(z)|2|f(z)|p−2 dA(z).

We now generalize this formula to higher dimensions.

Theorem 4.20. Suppose f is holomorphic in Bn and f(0) = 0. Then

r
d

dr
Mp(r, f)p =

p2

2n

∫
|z|<r

|Rf(z)|2|f(z)|p−2|z|−2n dv(z) (4.24)

for all 0 < p < ∞ and 0 ≤ r < 1.

Proof. We have just proved the case n = 1. When n > 1 and f is holomorphic in
Bn, we consider the slice functions

fζ(w) = f(wζ), w ∈ D, ζ ∈ Sn.

Each fζ is then an analytic function in the open unit disk D. We apply the one-
dimensional result to each slice function to obtain

r
d

dr
Mp(r, fζ)p =

p2

2π

∫ r

0

t dt

∫ 2π

0

|f ′
ζ(te

iθ)|2|fζ(teiθ)|p−2 dθ.
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It is easy to see that

wf ′
ζ(w) = (Rf)(wζ), w ∈ D, ζ ∈ Sn.

It follows that

r
d

dr
Mp(r, fζ)p =

p2

2π

∫ r

0

dt

t

∫ 2π

0

|Rf(tζeiθ)|2|f(tζeiθ)|p−2 dθ.

Integrate both sides of the above equation over ζ ∈ Sn with respect to the measure σ
and apply Lemma 1.10. We obtain

r
d

dr
Mp(r, f)p = p2

∫ r

0

dt

t

∫
Sn

|Rf(tζ)|2|f(tζ)|p−2 dσ(ζ).

By Lemma 1.8, the above identity can be rewritten as

r
d

dr
Mp(r, f)p =

p2

2n

∫
|z|<r

|Rf(z)|2|f(z)|p−2|z|−2n dv(z).

This completes the proof of the theorem. ��
Corollary 4.21. If 0 < p < ∞ and f ∈ Hp, then the integral means Mp(r, f) are
increasing in r, and

‖f‖p = lim
r→1−

Mp(r, f).

Proof. Obvious. ��
Theorem 4.22. Suppose 0 < p < ∞. Then

‖f − f(0)‖p
p =

p2

2n

∫
Bn

|Rf(z)|2|f(z) − f(0)|p−2|z|−2n log
1
|z| dv(z)

for all f ∈ Hp.

Proof. Without loss of generality we may assume that f(0) = 0. In this case, we
divide both sides of the equation in (4.24) by r and then integrate with respect to r
from 0 to t, where 0 < t < 1. The result is

Mp(t, f)p =
p2

2n

∫ t

0

dr

r

∫
|z|<r

|Rf(z)|2|f(z)|p−2|z|−2n dv(z).

By Fubini’s theorem,

Mp(t, f)p =
p2

2n

∫
|z|<t

|f(z)|p−2|Rf(z)|2|z|−2n dv(z)
∫ t

|z|

dr

r

=
p2

2n

∫
|z|<t

|f(z)|p−2|Rf(z)|2|z|−2n log
t

|z| dv(z).

Let t → 1 and the desired result follows from Corollary 4.21 and the monotone
convergence theorem. ��
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Note that a consequence of the theorem above is that a holomorphic function f
in Bn belongs to Hp if and only if∫

Bn

|Rf(z)|2|f(z)|p−2|z|−2n log
1
|z| dv(z) < ∞,

which is clearly equivalent to∫
Bn

|Rf(z)|2|f(z)|p−2(1 − |z|2) dv(z) < ∞.

We now derive a similar representation of the Hp norm in terms of the invariant
gradient of f .

Theorem 4.23. Suppose 0 < p < ∞ and f is holomorphic in Bn. Then

‖f‖p
p = |f(0)|p +

(p

2

)2
∫

Bn

|∇̃f(z)|2|f(z)|p−2G(z) dτ(z), (4.25)

where G is the invariant Green function.

Proof. It suffices to prove the result for f holomorphic up to the boundary; the
general case then follows from an approximation argument. Note also that Theo-
rems 4.23 and 4.22 are the same when n = 1. So we assume n > 1.

For any ε > 0 we consider the function

fε(z) = (|f(z)|2 + ε)p/2, z ∈ Bn.

It is clear that fε is real-analytic on Bn. If r is a small enough positive number, we
apply the invariant Green’s formula (see Theorem 1.25) in the shell r ≤ |z| ≤ 1 − r
to write the integral ∫

r<|z|<1−r

G∆̃fε dτ

as ∫
|z|=1−r

(
G

∂fε

∂ñ
− fε

∂G

∂ñ

)
dσ̃ −

∫
|z|=r

(
G

∂fε

∂ñ
− fε

∂G

∂ñ

)
dσ̃,

where ñ is the unit outward normal vector in the Bergman metric and σ̃ is the surface
area element in the Bergman metric; see Section 1.6. Let r → 0+ and use the same
arguments from the proof of Theorem 1.27. We obtain∫

Bn

G∆̃fε dτ =
∫

Sn

fε dσ − fε(0),

or∫
Sn

(|f(ζ)|2 + ε)p/2 dσ(ζ) = (|f(0)|2 + ε)p/2 +
∫

Bn

G(z)∆̃fε(z) dτ(z). (4.26)

A straightforward computation shows that
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∆̃fε(z) =
(p

2

)2

(|f(z)|2 + ε)p/2−1|∇̃f(z)|2 |f(z)|2 + 2ε/p

|f(z)|2 + ε
,

so

lim
ε→0+

∆̃fε(z) =
(p

2

)2

|f(z)|p−2|∇̃f(z)|2

for almost every z ∈ Bn. Let ε → 0 in (4.26) and use Fatou’s lemma. We conclude
that ∫

Bn

|∇̃f(z)|2|f(z)|p−2G(z) dτ(z) < ∞.

It is easy to see that

|f(z)|2 + 2ε/p

|f(z)|2 + ε
≤ max

(
2
p
, 1
)

for all z ∈ Bn. Since f is assumed to be holomorphic up to the boundary, for every
p ≥ 2 there exists a constant C > 0 such that

0 ≤ ∆̃fε(z) ≤ C|∇̃f(z)|2, z ∈ Bn, 0 < ε < 1.

For every 0 < p < 2 there exists a constant C > 0 such that

0 ≤ ∆̃fε(z) ≤ C|∇̃f(z)|2|f(z)|p−2, z ∈ Bn, 0 < ε < 1.

Since∫
Bn

G(z)|∇̃f(z)|2 dτ(z) < ∞,

∫
Bn

|∇̃f(z)|2|f(z)|p−2G(z) dτ(z) < ∞,

we can let ε → 0 in (4.26) and apply the dominated convergence theorem to obtain∫
Sn

|f(ζ)|p dσ(ζ) = |f(0)|p +
(p

2

)2
∫

Bn

|∇̃f(z)|2|f(z)|p−2G(z) dτ(z).

This completes the proof of the theorem. ��
A consequence of the preceding theorem is that a holomorphic function f in Bn

belongs to Hp if and only if∫
Bn

|∇̃f(z)|2|f(z)|p−2G(z) dτ(z) < ∞, (4.27)

which is clearly equivalent to∫
Bn

|∇̃f(z)|2|f(z)|p−2 dv(z)
1 − |z|2 < ∞. (4.28)

Also notice that if we replace f by f −f(0) in Theorem 4.23, then the identity (4.25)
becomes
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‖f − f(0)‖p
p =

(p

2

)2
∫

Bn

|∇̃f(z)|2|f(z) − f(0)|p−2G(z) dτ(z) (4.29)

for all holomorphic functions f in Bn.
The following result is the generalization to Bn of the classical Hardy-Littlewood

maximal theorem.

Theorem 4.24. For every α > 1 there exists a constant C = C(α) > 0 such that∫
Sn

|Mαf |p dσ ≤ C‖f‖p
p

for all p > 0 and f ∈ Hp.

Proof. Fix some p ∈ (0,∞) and f ∈ Hp.
For g = |f |p/2 we can apply Corollary 4.5 to obtain

gr(z) ≤
∫

Sn

P (z, ζ)gr(ζ) dσ(ζ), z ∈ Bn, (4.30)

where gr(z) = g(rz) for r ∈ (0, 1) and z ∈ Bn. Since {gr} is a bounded set in
L2(Sn, dσ), Alaoglu’s theorem tells us that there exists a sequence {rk} ⊂ (0, 1),
increasing to 1, such that {grk

} weakly converges to some h in L2(Sn, dσ). Further-
more, Fatou’s lemma gives∫

Sn

|h|2 dσ ≤ lim inf
k→∞

∫
Sn

|grk
|2 dσ = ‖f‖p

p.

For any fixed z ∈ Bn, the function ζ �→ P (z, ζ) is in L2(Sn, dσ), so we can
replace r by rk in (4.30) and let k → ∞. The result is

g(z) ≤
∫

Sn

P (z, ζ)h(ζ) dσ(ζ), z ∈ Bn.

Since |Mαf |p = |Mαg|2, we have

|Mαf |p ≤ |MαP [h]|2

on Sn. By Corollary 4.11, there exists a constant C > 0, independent of p and f ,
such that∫

Sn

|Mαf |p dσ ≤
∫

Sn

|MαP [h]|2 dσ ≤ C

∫
Sn

|h|2 dσ = C‖f‖p
p.

This completes the proof of the theorem. ��
We now show that functions in Hardy spaces have K-limits almost everywhere

on Sn, and each Hp can naturally be identified with a closed subspace of Lp(Sn, dσ).
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Theorem 4.25. Suppose f ∈ Hp with 0 < p < ∞. Then the limit

f∗(ζ) = Klimf(ζ)

exists for almost all ζ ∈ Sn. Moreover,

‖f‖p
p =

∫
Sn

|f∗(ζ)|p dσ(ζ),

and

lim
r→1−

∫
Sn

|f(rζ) − f∗(ζ)|p dσ(ζ) = 0.

Proof. We prove the case p ≥ 1 here. The case p < 1 is more involved and less
complex analytic; we refer the reader to [94] for a full proof.

If 1 < p < ∞ and f ∈ Hp, then the set {fr : 0 < r < 1} is bounded
in Lp(Sn, dσ), where fr(ζ) = f(rζ) for ζ ∈ Bn and 0 < r < 1. By Alaoglu’s
theorem, there exists a sequence rk that increases to 1 such that the sequence

fk(ζ) = frk
(ζ), ζ ∈ Sn,

weakly converges in Lp(Sn, dσ) to some g ∈ Lp(Sn, dσ). For each fixed z ∈ Bn,
the function

ζ �→ P (z, ζ)

is in Lq(Sn, dσ), where 1/p + 1/q = 1. Therefore,

lim
k→∞

P [fk](z) = P [g](z)

for every z ∈ Bn. Since P [fk](z) = f(rkz), we obtain f(z) = P [g](z) for every
z ∈ Bn. Furthermore, Theorem 4.15 tells us that

Klimf(ζ) = g(ζ)

for almost all ζ ∈ Sn.
If p = 1, the above argument can be modified to produce a finite complex Borel

measure µ such that f = P [µ]. According to Theorem 4.15, we still have

Klimf(ζ) = g(ζ)

for almost every ζ ∈ Sn, where g dσ is the absolutely continuous part of µ.
Since each region Dα(ζ) contains rζ for r sufficiently close to 1−, we have

lim
r→1−

fr(ζ) = g(ζ)

for almost every ζ ∈ Sn. Fatou’s lemma then gives ‖g‖p ≤ ‖f‖p.
It is easy to see that |fr| ≤ Mαf for r sufficiently close to 1. According to

Theorem 4.24, Mαf ∈ Lp(Sn, dσ). So we can apply the dominated convergence
theorem to obtain

lim
r→1−

∫
Sn

|f(rζ) − g(ζ)|p dσ(ζ) = 0.

This completes the proof of the theorem for 1 ≤ p ≤ ∞. ��
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Let Hp(Sn) denote the space of all functions f∗, where f ∈ Hp. Since Hp is
complete, and the mapping f �→ f∗is an isometry from Hp into Lp(Sn, dσ), we
conclude that Hp(Sn) is a closed subspace of Lp(Sn, dσ).

Corollary 4.26. Suppose 0 < p < ∞ and f ∈ Hp. Then

lim
r→1−

‖fr − f‖p = 0.

Also, the set of polynomials is dense in each Hp.

Proof. The first assertion follows from Theorem 4.25. The second assertion follows
from approximating each fr uniformly by its Taylor polynomials. ��

Recall that the ball algebra A(Bn) consists of holomorphic functions f in Bn that
are continuous up to the boundary. Let A(Sn) denote the space of functions that are
restrictions of functions in A(Bn) to the sphere Sn. By the maximum principle, the
space A(Sn) is a closed subspace of C(Sn) with the sup-norm.

Since each function in Hp can be approximated by functions in the ball algebra,
we see that the space Hp(Sn) is the closure of A(Sn) in Lp(Sn, dσ).

Corollary 4.27. Suppose p ≥ 1 and f ∈ Hp. If f∗ is the boundary function of f ,
then f = P [f∗] = C[f∗].

Proof. For r ∈ (0, 1) consider the dilation fr(z) = f(rz), z ∈ Bn. Then by Propo-
sitions 4.1 and 4.2, we have fr = P [fr] = C[fr] for all r ∈ (0, 1). The kernels
C(z, ζ) and P (z, ζ) are bounded in ζ for any fixed z ∈ Bn. Since

lim
r→1−

∫
Sn

|fr(ζ) − f∗(ζ)|p dσ(ζ) = 0,

we can let r → 1 and take the limit inside the Poisson and Cauchy integrals to obtain
f = P [f∗] = C[f∗]. ��

From now on, we are going to use the same symbol f to denote a function in Hp

and its boundary function in Lp(Sn).

4.3 The Cauchy-Szegö Projection

Since H2 can be identified with a closed subspace of L2(Sn, dσ), there exists an
orthogonal projection from L2(Sn, dσ) onto H2. We denote this projection by C
and call it the Cauchy-Szegö projection.

As a Hilbert space of holomorphic functions in Bn, H2 has every point evaluation
in Bn as a bounded linear functional; see Theorem 4.17. Therefore, H2 possesses a
reproducing kernel, that is, for every z ∈ Bn, there exists a function Kz ∈ H2 such
that f(z) = 〈f, Kz〉 for all f ∈ H2, where 〈 , 〉 is the inner product in H2.
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Proposition 4.28. The Cauchy-Szegö kernel is the reproducing kernel of H2 and the
Cauchy-Szegö projection C : L2(Sn, dσ) → H2 is simply the Cauchy transform,
that is,

(Cf)(z) =
∫

Sn

C(z, ζ)f(ζ) dσ(ζ) =
∫

Sn

f(ζ) dσ(ζ)
(1 − 〈z, ζ〉)n

, (4.31)

where f ∈ L2(Sn, dσ) and z ∈ Bn.

Proof. Recall from Proposition 4.1 that the Cauchy-Szegö kernel reproduces func-
tions in the ball algebra. Since the ball algebra is dense in each Hp, the Cauchy-Szegö
kernel also reproduces functions in H1. In particular, the Cauchy-Szegö kernel repro-
duces functions in H2. By the uniqueness of reproducing kernels, the Cauchy-Szegö
kernel is the reproducing kernel of H2.

For each z ∈ Bn let

hz(ζ) = C(z, ζ), ζ ∈ Sn.

Then hz ∈ H2, and for f ∈ L2(Sn, dσ), we have

(Cf)(z) = 〈Cf, hz〉 = 〈f, Chz〉 = 〈f, hz〉,

where 〈 , 〉 is the inner product in L2(Sn, dσ). This shows that the Cauchy-Szegö
projection C is given by

(Cf)(z) =
∫

Sn

C(z, ζ)f(ζ) dσ(ζ).

��
Our goal in this section is to show that the Cauchy transform maps Lp(Sn, dσ)

boundedly onto the Hardy space Hp when 1 < p < ∞. This will be done via the
maximal operator Mα introduced in Section 4.1.

Recall from Section 4.1 that d denotes a certain nonisotropic metric on Sn and
Dα(ζ) is a certain approach region in Bn for each ζ ∈ Sn and α > 1. We begin with
a few technical estimates of the Cauchy-Szegö kernel.

Lemma 4.29. Suppose ζ, η, and ω are points on Sn satisfying

d(ω, η) < δ, d(ω, ζ) > 2δ,

where δ is some positive number. Then

|C(z, η) − C(z, ω)| < (16α)n+1δ|1 − 〈ζ, ω〉|−(n+1/2)

for all z ∈ Dα(ζ).

Proof. Write z = z1 + z2 and η = η1 + η2, where z1 and η1 are parallel to ω, while
z2 and η2 are perpendicular to ω. Then
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〈z, η〉 − 〈z, ω〉 = 〈z2, η2〉 + 〈z1, η1 − ω〉,

and so
|〈z, η〉 − 〈z, ω〉| ≤ |z2||η2| + |η1 − ω|.

Since

|z2|2 = |z|2 − |z1|2 < (1 + |z1|)(1 − |z1|) ≤ 2|1 − 〈z1, ω〉| = 2|1 − 〈z, ω〉|,

and similarly,
|η2|2 ≤ 2|1 − 〈η, ω〉|,

we have

|〈z, η〉 − 〈z, ω〉| ≤ 2|1 − 〈z, ω〉| 12 |1 − 〈η, ω〉| 12 + |1 − 〈η, ω〉|.

From the assumption d(η, ω) < δ we then deduce that

|〈z, η〉 − 〈z, ω〉| ≤
(
2|1 − 〈z, ω〉| 12 + |1 − 〈η, ω〉| 12

)
δ. (4.32)

By the proof of Theorem 4.10, we have

|1 − 〈ζ, ω〉| ≤ 4α|1 − 〈z, ω〉|, |1 − 〈ζ, η〉| ≤ 4α|1 − 〈z, η〉|. (4.33)

On the other hand, the triangle inequality gives

|1 − 〈ζ, η〉|1/2 ≥ |1 − 〈ζ, ω〉|1/2 − |1 − 〈ω, η〉|1/2 ≥ 2δ − δ = δ,

so by the triangle inequality again,

|1 − 〈ζ, ω〉|1/2 ≤ |1 − 〈ζ, η〉|1/2 + |1 − 〈η, ω〉|1/2

≤ |1 − 〈ζ, η〉|1/2 + δ < 2|1 − 〈ζ, η〉|1/2.

It follows that

|1 − 〈ζ, ω〉| ≤ 4|1 − 〈ζ, η〉| ≤ 16α|1 − 〈z, η〉|. (4.34)

Also,

|1 − 〈η, ω〉| < δ2 <
1
4
|1 − 〈ζ, ω〉| < α|1 − 〈z, ω〉|.

Combining this with (4.32), we obtain

|〈z, η〉 − 〈z, ω〉| ≤ δ(2 +
√

α)|1 − 〈z, ω〉| 12 ≤ 3δ
√

α|1 − 〈z, ω〉| 12 . (4.35)

It is clear that

C(z, η) − C(z, ω) =
n−1∑
k=0

〈z, η〉 − 〈z, ω〉
(1 − 〈z, η〉)k+1(1 − 〈z, ω〉)n−k

. (4.36)
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Applying (4.35) first, then applying (4.33) and (4.34), we obtain

|C(z, η) − C(z, ω)| ≤
3δ
√

α

n−1∑
k=0

(16α)k+1(4α)n−k− 1
2

|1 − 〈ζ, ω〉|n+ 1
2

.

An elementary estimate of the above series then completes the proof of the lemma.
��

Lemma 4.30. There exists a constant C > 0 such that∫
d(η,ζ)>2r

dσ(η)
|1 − 〈ζ, η〉|n+1/2

≤ C

r

for all ζ ∈ Sn and r > 0.

Proof. Let I(r) denote the concerned integral.
If n = 1, it is easy to see that

I(r) = 2
∫ π

4r2
|1 − eiθ|−3/2 dθ <

(π

2

)3/2 2
r
.

If n > 1, we can apply (1.13) to obtain

I(r) = (n − 1)
∫

E(r)

(1 − |z|2)n−2

|1 − z|n+ 1
2

dA(z),

where
E(r) = {z ∈ C : |z| < 1, |1 − z| > 4r2}

is a subset of the unit disk in the complex plane. Estimate the numerator of the
integrand of I(r) by

1 − |z|2 = (1 + |z|)(1 − |z|) ≤ 2|1 − z|,
and then evaluate the resulting integral via 1 − z = teiθ . We get

I(r) ≤ 2n−2(n − 1)
∫ ∞

4r2
t−3/2 dt =

2n−2(n − 1)
r

.

This completes the proof of the lemma. ��
Corollary 4.31. For ζ ∈ Sn, ω ∈ Sn, α > 1, and δ > 0 let

∆(ζ, ω, α, δ) = sup{|C(z, η) − C(z, ω)| : z ∈ Dα(ζ), d(η, ω) < δ}.
Then there exists a positive constant C = C(α) (independent of ω and δ) such that∫

d(ζ,ω)>2δ

∆(ζ, ω, α, δ) dσ(ζ) ≤ C

for all ω ∈ Sn and δ > 0.
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Proof. This follows directly from Lemmas 4.29 and 4.30. ��
The following covering lemma will be important for our next maximal theorem,

which in turn gives the boundedness of the Cauchy-Szegö projection on Lp(Sn, dσ)
for p > 1.

Lemma 4.32. Suppose µ is a finite complex Borel measure on Sn and t > ‖µ‖. Then
there exists a constant C > 0, d-balls Qk, and disjoint Borel sets Vk ⊂ Qk, such
that

(a) {Mµ > t} ⊂ ⋃Qk =
⋃

Vk .

(b) σ(Qk) ≤ Ct−1|µ|(Qk).
(c)
∑

σ(Qk) ≤ Ct−1‖µ‖.

(d) |µ|(Vk) < Ctσ(Vk).

Proof. Without loss of generality, we may assume that µ is positive. Let

C = sup
{

σ(Q(ζ, 4r))
σ(Q(ζ, r))

: r > 0, ζ ∈ Sn

}
.

By Lemma 4.6, C is a finite positive constant.
For any t > ‖µ‖ we write Et = {Mµ > t}. Each point ζ ∈ Et gives rise to a

largest r such that
µ(Q(ζ, r)) ≥ tσ(Q(ζ, r)). (4.37)

Since t > ‖µ‖, we have Q(ζ, r) 
= Sn and so

µ(Q(ζ, 4r)) < tσ(Q(ζ, 4r)). (4.38)

Thus Et is covered by a collection Γ1 of balls Q(ζ, r) that satisfy (4.37) and (4.38).
Let R1 be the supremum of the radii of the members of Γ1, and choose a ball

Q(ζ1, r1) from Γ1 such that r1 > 3R1/4. Discard all members of Γ1 that intersect
Q(ζ1, r1) and call the remaining collection Γ2.

Let R2 be the supremum of the radii of the members of Γ2 and choose a ball
Q(ζ2, r2) from Γ2 such that r2 > 3R2/4. Discard all members of Γ2 that intersect
Q(ζ2, r2) and call the remaining collection Γ3.

We continue this process infinitely or until some Γk becomes empty. The result
is a sequence {Q(ζk, rk)} of disjoint balls satisfying (4.37) and (4.38). For each k
we let Qk = Q(ζk, 4rk), and choose a set Vk between Q(ζk, rk) and Qk such that
∪Vk = ∪Qk and Vl ∩ Vk = ∅ for k 
= l.

If some Q ∈ Γ1 was discarded at the k-th stage, then Q intersects Q(ζk, rk) and
the radius of Q, r(Q), is less than 4rk/3. Since 1+4/3+4/3 < 4, we have Q ⊂ Qk.
Thus Et ⊂ ∪Qk and (a) is proved.

Next, by (4.37), we have

σ(Qk) ≤ Cσ(Q(ζk, rk)) ≤ Ct−1µ(Q(ζk, rk)).
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This proves (b), and (c) follows from adding the inequalities in (b) and the fact that
{Qk} are disjoint.

Finally, it follows from (4.38) that

µ(Vk) ≤ µ(Qk) < tσ(Qk) ≤ Ctσ(Q(ζk, rk)),

which proves (d). ��
Before we prove the general maximal theorem for Cauchy transforms of func-

tions in Lp(Sn, dσ), we establish the following special case first.

Lemma 4.33. For any α > 1 there exists a constant C > 0 such that∫
Sn

|MαC[f ]|2 dσ ≤ C

∫
Sn

|f |2 dσ

for all f ∈ L2(Sn, dσ).

Proof. Given f ∈ L2(Sn, dσ), we write f = g + h, where g ∈ H2(Sn) and h ⊥
H2(Sn). For any fixed z ∈ Bn, the function ζ �→ C(z, ζ) is in H2(Sn). It follows
that C[h] = 0, so C[f ] = C[g] = g (see Corollary 4.27). By Theorem 4.24,∫

Sn

|MαC[f ]|p dσ =
∫

Sn

|Mαg|2 dσ ≤ C

∫
Sn

|g|2 dσ ≤ C

∫
Sn

|f |2 dσ.

��
We are now ready to prove the crucial weak L1 estimate for the Cauchy trans-

form.

Theorem 4.34. For every α > 1 there exists a constant C > 0 such that

σ{MαC[µ] > t} ≤ C‖µ‖
t

(4.39)

for all finite complex Borel measures µ on Sn and all t > 0.

Proof. We fix a finite complex measure µ on Sn and fix a positive number t. We
may assume that t > ‖µ‖, because (4.39) clearly holds with C = 1 if t ≤ ‖µ‖. Let
Et = {Mµ > t}.

Choose {Qk} and {Vk} in accordance with Lemma 4.32. For each k let ck =
µ(Vk)/σ(Vk) and define a measure βk by

βk(E) = (µ − ckσ)(Vk ∩ E).

Let β =
∑

k βk.
Let dµ = f dσ + dµs be the Lebesgue decomposition of µ into its absolutely

continuous and singular parts with respect to σ. Let g be the function on Sn that
takes value ck on each Vk and equals f on Sn − ∪Vk . By considering the cases
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E ⊂ Vk and E ∩ (∪Vk) = ∅ separately, with µs(E) = 0 in the latter case as µs is
concentrated on Et ⊂ ∪Vk , we easily check that

µ(E) =
∫

E

g dσ + β(E)

for every Borel set E ⊂ Sn. Therefore, we arrive at a new decomposition

dµ = g dσ + dβ,

where g is good in the sense that it is not too large and β captures the bad part of µ.
We now estimate the maximal function of the Cauchy transform of g and β,

respectively.
Since Mf ≤ Mµ, Corollary 4.13 implies that |f(ζ)| ≤ t almost everywhere

outside Et, which implies that |g|2 ≤ t|f | outside Et, so∫
Sn−Et

|g|2 dσ ≤ t

∫
Sn

|f | dσ ≤ t‖µ‖.

By part (d) of Lemma 4.32, |ck| ≤ At for each k, where

A = sup
{

σ(Q(ζ, 4r))
σ(Q(ζ, r))

: ζ ∈ Sn, r > 0
}

.

Part (c) of Lemma 4.32 then implies that∑
k

∫
Vk

|g|2 dσ =
∑

k

|ck|2σ(Vk) ≤ A2t2
∑

k

σ(Qk) ≤ A3‖µ‖t.

Therefore, ∫
Sn

|g|2 dσ ≤ (1 + A3)‖µ‖t.

By Lemma 4.33, there exists a constant C1 > 0, independent of µ and t, such that∫
Sn

(MαC[g])2 dσ ≤ C1‖µ‖t.

Since

σ{MαC[g] > t} ≤ 1
t2

∫
Sn

(MαC[g])2 dσ,

we conclude that

σ

{
MαC[g] >

t

2

}
≤ C1‖µ‖

t
, (4.40)

which is the desired estimate for the Cauchy transform of g.
To deal with the bad part β, we let

Ω =
{

MαC[β] >
t

2

}
, W =

⋃
k

Q′
k,
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where Q′
k = Q(ωk, 2δk) if we write Qk = Q(ωk, δk). Clearly,

Ω ⊂ W ∪ (Ω − W ) ⊂ W ∪ (∪k(Ω − Q′
k)
)
.

By part (c) of Lemma 4.32,

σ(W ) ≤
∑

k

σ(Q′
k) ≤ A

∑
k

σ(Qk) ≤ A2‖µ‖
t

.

Since each βk is concentrated on Vk ⊂ Qk, we have

C[βk](z) =
∫

Qk

(C(z, η) − C(z, ωk)) dβk(η).

Using the notation introduced in Lemma 4.31, we have

|C[βk](z)| ≤ ∆(ζ, ωk, α, δk)‖βk‖
for all k ≥ 1, ζ ∈ Sn, and z ∈ Dα(ζ). Taking the supremum over z ∈ Dα(ζ), we
obtain

MαC[βk](ζ) ≤ ∆(ζ, ωk, α, δk)‖βk‖
for k ≥ 1 and ζ ∈ Sn. By Lemma 4.31, there exists a constant C2 > 0 such that∫

Sn−Q′
k

MαC[βk] dσ ≤ C2‖βk‖

for all k ≥ 1. Since Ω−W ⊂ Sn−Q′
k, we can add the above inequalities and obtain∫

Ω−W

MαC[β] dσ ≤ C2

∑
k

‖βk‖.

Recall that ckσ(Vk) = µ(Vk), so ‖βk‖ ≤ 2|µ|(Vk) for each k. Thus∑
k

‖βk‖ ≤ 2‖µ‖.

It follows that ∫
Ω−W

MαC[β] dσ ≤ 2C2‖µ‖.

The above integrand exceeds t/2 at every point of Ω, so

σ(Ω − W ) ≤ 4C2‖µ‖
t

.

Combining this with an earlier estimate for σ(W ), we find a positive constant C3

such that

σ

{
MαC[β] >

t

2

}
≤ C3‖µ‖

t
,
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which is the desired estimate for the Cauchy transform of β.
It is easy to see that

MαC[µ] ≤ MαC[g] + MαC[β].

The desired estimate (4.39) for µ now follows from our individual estimates for g
and β. ��

As a consequence of the above weak L1 estimate, we now derive the Koranyi-
Vagi maximal theorem for the Cauchy transform.

Theorem 4.35. For any α > 1 and 1 < p < ∞ there exists a constant C > 0 such
that ∫

Sn

|MαC[f ]|p dσ ≤ C

∫
Sn

|f |p dσ

for all f ∈ Lp(Sn, dσ).

Proof. Since the mapping f �→ MαC[f ] is subadditive, the case 1 < p ≤ 2 fol-
lows from Lemma 4.33, Theorem 4.34, and the Marcinkiewicz interpolation theo-
rem. Also, since

|C[f ](rζ)| ≤ MαC[f ](ζ)

for all ζ ∈ Sn, where r ∈ (0, 1) is sufficiently close to 1 (depending on α), the
Cauchy transform maps Lp(Sn) boundedly onto Hp when 1 < p ≤ 2.

Suppose 2 < p < ∞ with 1/p + 1/q = 1. Let X be the vector space consisting

of all finite linear combinations of functions of the form ζmζ
m′

, where m and m′

are multi-indexes of nonnegative integers. If f and g are functions in X , then they
are bounded, and their Cauchy transforms are polynomials. By the already proved
L2 case, ∫

Sn

g(ζ)C[f ](ζ) dσ(ζ) =
∫

Sn

C[g](ζ)f(ζ) dσ(ζ).

Since 1 < q < 2, we have∫
Sn

|C[g](ζ)|q dσ(ζ) ≤ C

∫
Sn

|g(ζ)|q dσ(ζ),

and so an application of Hölder’s inequality gives∣∣∣∣∫
Sn

g(ζ)C[f ](ζ) dσ(ζ)
∣∣∣∣ ≤ C′‖g‖q‖f‖p.

Since X is dense in Lq(Sn, dσ), we deduce from the standard Lp duality theory that

‖C[f ]‖p ≤ C′‖f‖p.

Since X is also dense in Lp(Sn, dσ), the Cauchy transform maps Lp(Sn, dσ) bound-
edly into Hp. Now an application of the Hardy-Littlewood maximal theorem (Theo-
rem 4.24) completes the proof of the theorem. ��



140 4 Hardy Spaces

The proof of Theorem 4.35 also gives the following.

Theorem 4.36. If 1 < p < ∞, the Cauchy transform C maps Lp(Sn, dσ) boundedly
onto Hp.

It is well known that the Cauchy transform C is unbounded on L1(Sn, dσ). In
fact, the boundedness of C on L1(Sn, dσ) would imply the boundedness of C on
L∞(Sn) by duality. To show that this is not possible, consider the bounded function

f(ζ) = 2i arg(1 − ζ1) = log(1 − ζ1) − log(1 − ζ1)

on Sn, a calculation shows that

C[f ](z) = log(1 − z1),

which is clearly unbounded.
The following corollary is now almost obvious and will be used many times later

in the book, sometimes without even being mentioned, because it is so natural.

Corollary 4.37. If 1 < p < ∞ and 1/p + 1/q = 1, then∫
Sn

C(f) g dσ =
∫

Sn

f C(g) dσ

holds for all f ∈ Lp(Sn, dσ) and g ∈ Lq(Sn, dσ).

Proof. The desired result clearly holds for f and g in C(Sn), because C is an orthog-
onal projection on L2(Sn, dσ). The general case then follows from approximating f
and g by functions in C(Sn) and using the boundedness of C on Lp(Sn, dσ) and
Lq(Sn, dσ), respectively. ��

Another consequence of the boundedness of the Cauchy-Szegö projection on
Lp, 1 < p < ∞, is the following result concerning complex interpolation of Hardy
spaces.

Theorem 4.38. Suppose 1 ≤ p0 < p1 < ∞ and

1
p

=
1 − θ

p0
+

θ

p1
,

where θ ∈ (0, 1). Then [Hp0 , Hp1 ]θ = Hp with equivalent norms.

Proof. We prove the case 1 < p0. When p0 = 1, the proof is much more involved
and makes use of several real variable methods; we refer the reader to [36].

If we identify each Hp with a closed subspace of Lp(Sn), then the inclusion
[Hp0 , Hp1 ]θ ⊂ Hp follows from the complex interpolation of Lp spaces; see Theo-
rem 1.33.

To prove the other inclusion, fix a function f ∈ Hp ⊂ Lp(Sn) and use Theo-
rem 1.33 to choose gζ , 0 ≤ Re ζ ≤ 1, such that gζ depends on ζ continuously in
0 ≤ Re ζ ≤ 1 and analytically on 0 < Re ζ < 1, gθ = f ,
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Sn

|gζ |p0 dσ ≤ ‖f‖p
p, Re ζ = 0,

and ∫
Sn

|gζ |p1 dσ ≤ ‖f‖p
p, Re ζ = 1.

Let fζ = C[gζ ]. Then fθ = f , fζ ∈ Hp0 for Re ζ = 0, and fθ ∈ Hp1 for Re ζ = 1,
so f ∈ [Hp0 , Hp1 ]θ. ��

4.4 Several Embedding Theorems

In this section we prove several embedding theorems for the Hardy spaces. In par-
ticular, one of these results will be used in the next section when we characterize
bounded linear functionals on Hp when 0 < p < 1.

We first discuss restriction and extension operators defined on holomorphic func-
tions. Thus for any integer k satisfying 1 ≤ k < n we define an operator

Rk : H(Bn) → H(Bk)

by
Rk(f)(z1, · · · , zk) = f(z1, · · · , zk, 0, · · · , 0). (4.41)

Similarly, we define an operator

Ek : H(Bk) → H(Bn)

by
Ek(f)(z1, · · · , zn) = f(z1, · · · , zk). (4.42)

Theorem 4.39. Suppose 1 ≤ k < n and 0 < p < ∞. Then the operator Rk maps
Hp boundedly onto the weighted Bergman space Ap

n−k−1(Bk) of the unit ball in Ck.

Proof. Let f ∈ Hp = Hp(Bn). For z ∈ Cn we write z = (w, u), where w ∈ Ck

and u ∈ Cn−k. By (1.15),∫
Sn

|f |p dσ = c

∫
Bk

(1−|w|2)n−k−1 dvk(w)
∫

Sn−k

|f(w,
√

1 − |w|2 ζ)|p dσn−k(ζ),

where

c =
(n − 1)!

(k − 1)!(n − k)!
.

Since ∫
Sn−k

|f(w,
√

1 − |w|2 ζ)|p dσn−k(ζ) ≥ |f(w, 0)|p = |Rkf(w)|p,
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we see that Rk maps Hp(Bn) boundedly into Ap
n−k−1(Bk).

To see that Rk maps Hp(Bn) onto Ap
n−k−1(Bk), let f ∈ Ap

n−k−1(Bk). Since
f = RkEk(f), it suffices for us to show that Ek(f) belongs to Hp(Bn) of Bn.
This follows from applying the identity at the beginning of this proof to the function
Ek(f); see Lemma 1.9 as well. ��
Corollary 4.40. If 1 ≤ k < n and 0 < p < ∞, then the operator Ek maps the
weighted Bergman space Ap

n−k−1(Bk) into Hp(Bn).

Proof. This follows from the proof of Theorem 4.39. ��
Theorem 4.41. Suppose t > 0 and α is real. If neither n + α nor n + α + t is a
negative integer, then

Rα,tHp ⊂ Ap
pt−1

for 2 ≤ p < ∞, and
Rα,tA

p
pt−1 ⊂ Hp

for 0 < p ≤ 2. When p = 2, the operator Rα,t is a bounded, invertible operator
from H2 onto A2

2t−1.

Proof. First assume that 0 < p ≤ 1 and f ∈ Ap
pt−1. Let b be a positive number large

enough so that Theorem 2.30 (atomic decompositoin) holds for Ap
pt−1 and so that

pb > pt + n. If f ∈ Ap
pt−1, then by Theorem 2.30, there exists a sequence {ck} in

lp such that

f(z) =
∑

k

ck
(1 − |ak|2)(pb−n−pt)/p

(1 − 〈z, ak〉)b
.

For each k we use Lemma 2.18 to find a constant C1 > 0 such that∫
Sn

∣∣∣∣Rα,t
1

(1 − 〈ζ, ak〉)b

∣∣∣∣p dσ(ζ) ≤ C1

∫
Sn

∣∣∣∣ 1
(1 − 〈ζ, ak〉)b−t

∣∣∣∣p dσ(ζ).

Since 0 < p ≤ 1, we obtain∫
Sn

|Rα,tf(ζ)|p dσ(ζ) ≤ C1

∞∑
k=1

|ck|p
∫

Sn

(1 − |ak|2)pb−(n+pt) dσ(ζ)
|1 − 〈ζ, ak〉|pb−pt

.

According to Theorem 1.12, each of the above integrals is comparable to the constant
1. This shows that Rα,t maps Ap

pt−1 (boundedly) into Hp when 0 < p ≤ 1.
A computation using Taylor expansion shows that Rα,t is a bounded and invert-

ible operator from H2 onto A2
2t−1. This shows that the linear operator T , defined

by
Tf(z) = (1 − |z|2)tRα,tCf(z), z ∈ Bn,

is bounded from L2(Sn, dσ) to L2(Bn, dµ), where

dµ(z) =
dv(z)

1 − |z|2 ,
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and C is the Cauchy-Szegö projection. On the other hand, if f is bounded on Sn,
then we can differentiate under the integral sign in

Cf(z) =
∫

Sn

f(ζ) dσ(ζ)
(1 − 〈z, ζ〉)n

and use Theorem 1.12 to show that Cf belongs to the Bloch space. Combining this
with Theorem 3.5, we see that the operator T maps L∞(Sn) into L∞(Bn). So, by
complex interpolation, the operator T maps Lp(Sn, dσ) boundedly into Lp(Bn, dµ)
for all p ∈ [2,∞). In particular, by restricting T to holomorphic functions, we have
shown that T maps Hp(Sn) boundedly into Lp(Bn, dµ) for 2 ≤ p < ∞. Equiva-
lently, Rα,t maps Hp boundedly into Ap

pt−1 for 2 ≤ p < ∞.
Finally, we assume 1 < p < 2 and f ∈ Ap

pt−1. We need to show that Rα,tf ∈
Hp. Obviously, we may assume that f vanishes at the origin to a sufficiently large
degree so that the function |f(z)|p|z|2p(α+1) is integrable near the origin.

If g is a unit vector in Hq, where 1/p+1/q = 1, then a computation with Taylor
series shows that∫

Sn

Rα,tf g dσ = C

∫
Bn

f(z)Rα′,tg(z)(1 − |z|2)2t−1|z|2(α+1) dv(z),

or ∫
Sn

Rα,tf g dσ = C

∫
Bn

(1 − |z|2)tf(z)(1 − |z|2)tRα′,tg(z)
|z|2(α+1) dv(z)

1 − |z|2 ,

where α′ = t + α and

C =
Γ(n + 1 + α + 2t)

nΓ(2t)Γ(n + 1 + α)
.

Since 1 < p < 2, we have 2 < q < ∞, so

‖Rα′,tg‖Aq
qt−1

≤ C′‖g‖Hq ,

where C′ is a positive constant independent of g. By the duality of Lp spaces,

‖Rα,tf‖Hp = sup
{∣∣∣∣∫

Sn

Rα,tf g dσ

∣∣∣∣ :
∫

Sn

|g|q dσ = 1
}

.

Since ∫
Sn

Rα,tf g dσ =
∫

Sn

Rα,tf C[g] dσ,

where C[g] is the Cauchy transform of g, and since the Cauchy transform maps
Lq(Sn) boundedly onto Hq , we can find a constant C > 0 such that

‖Rα,tf‖Hp ≤ C sup
{∣∣∣∣∫

Sn

Rα,tf g dσ

∣∣∣∣ : ‖g‖Hq = 1
}

.

This shows that Rα,tf belongs to Hp. The proof of the theorem is now complete.
��
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As a consequence of Theorem 4.41, Theorem 2.30, and Proposition 1.14, we
obtain the following partial decomposition theorem for functions in Hardy spaces.

Theorem 4.42. Suppose p ∈ (0,∞) and

b0 = n max
(

1,
1
p

)
.

There exists a sequence {ak} in Bn such that

(a) If 2 ≤ p < ∞ and b > b0, then every function f ∈ Hp admits an atomic
decomposition

f(z) =
∑

k

ck
(1 − |ak|2)b−n/p

(1 − 〈z, ak〉)b
,

where {ck} ∈ lp.
(b) If 0 < p ≤ 2 and b > b0, then for every sequence {ck} ∈ lp the series

f(z) =
∑

k

ck
(1 − |ak|2)b−n/p

(1 − 〈z, ak〉)b

defines a function in Hp.

Proof. First assume that 2 ≤ p < ∞ and f ∈ Hp. Fix some b with b > b0 and
fix some t > 0 such that the operators Rα,t and Rα,t are well defined, where α =
b − (n + 1). By Theorem 4.41, Rα,tf ∈ Ap

pt−1, which, according to Theorem 2.30,
implies that there exists a sequence {ck} ∈ lp such that

Rα,tf(z) =
∑

k

ck
(1 − |ak|2)(pb′−n−pt)/p

(1 − 〈z, ak〉)b′ ,

where
b′ = b + t = n + 1 + α + t.

It follows from Proposition 1.14 that

f(z) = Rα,tR
α,tf(z) =

∑
k

ck
(1 − |ak|2)(pb−n)/p

(1 − 〈z, ak〉)b
.

Next assume that 0 < p ≤ 2 and

f(z) =
∑

k

ck
(1 − |ak|2)(pb−n)/p

(1 − 〈z, ak〉)b
,

where {ck} ∈ lp and b > b0. Write b = n + 1 + α and choose t > 0 such that Rα,t

and Rα,t are well defined. Then by Proposition 1.14,
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Rα,tf(z) =
∑

k

ck
(1 − |ak|2)[p(b+t)−(n+pt)]/p

(1 − 〈z, ak〉)b+t
.

By Theorem 2.30, the function Rα,tf belongs to Ap
pt−1. It follows from Theo-

rem 4.41 that the function f = Rα,tR
α,tf is in Hp. ��

Our next goal is to obtain an optimal embedding of the Hardy spaces in weighted
Bergman spaces without taking any derivatives.

Lemma 4.43. Suppose p, q, and r are from (0,∞] and satisfy

1
p

+
1
q

+
1
r

= 1.

If f ∈ Lp(X, dµ), g ∈ Lq(X, dµ), and h ∈ Lr(X, dµ), then the product fgh
belongs to L1(X, dµ) with∣∣∣∣∫

X

fgh dµ

∣∣∣∣ ≤ (∫
X

|f |p dµ

)1/p(∫
X

|g|q dµ

)1/q (∫
X

|h|r dµ

)1/r

.

Proof. If any of p, q, and r is infinite, the result is just the classical Hölder’s inequal-
ity. So we assume that they are all finite.

By Hölder’s inequality,∣∣∣∣∫
X

fgh dµ

∣∣∣∣ ≤ (∫
X

|f |p dµ

)1/p(∫
X

|gh|p′
dµ

)1/p′

,

where 1/p + 1/p′ = 1, or
1

q/p′
+

1
r/p′

= 1. (4.43)

Using (4.43) and applying Hölder’s inequality again to the integral∫
X

|g|p′ |h|p′
dµ,

we obtain the desired inequality. ��
Naturally, the above lemma will also be referred to as Hölder’s inequality. It

should be obvious that it can be generalized to the case of a product of k functions,
where k is any positive integer.

Lemma 4.44. For f ∈ L1(Sn, dσ) define

Tf(z) =
∫

Sn

f(ζ) dσ(ζ)
|1 − 〈z, ζ〉|n , z ∈ Bn.

Then for any 1 ≤ p < q < ∞ there exists a positive constant C such that(∫
Sn

|Tf(rζ)|q dσ(ζ)
)1/q

≤ C(1 − r2)−n(1/p−1/q)‖f‖p

for all f ∈ Lp(Sn, dσ) and 0 < r < 1.
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Proof. Choose s > 1 such that

1 − 1
s

=
1
p
− 1

q
.

Let a = q, b = s/(s − 1), and c = p/(p− 1). Then

1
a

+
1
b

=
1
p
,

1
a

+
1
c

=
1
s
,

1
a

+
1
b

+
1
c

= 1.

For the rest of this proof, we write

K(z, ζ) =
1

(1 − 〈z, ζ〉)n
.

Since

|Tf(z)| ≤
∫

Sn

|f(ζ)||K(z, ζ)| dσ(ζ)

=
∫

Sn

(
|K(z, ζ)|s/a|f(ζ)|p/a

)(
|f(ζ)|p/b

)(
|K(z, ζ)|s/c

)
dσ(ζ),

an application of Lemma 4.43 shows that |Tf(z)| is less than or equal to the follow-
ing product:[∫

Sn

|K(z, ζ)|s|f(ζ)|p dσ(ζ)
] 1

a
[∫

Sn

|f(ζ)|p dσ(ζ)
] 1

b
[∫

Sn

|K(z, ζ)|s dσ(ζ)
] 1

c

.

By Theorem 1.12, ∫
Sn

|K(z, ζ)|s dσ(ζ) ≤ C(1 − |z|2)−n(s−1)

for all z ∈ Bn, where C is a positive constant, so

|Tf(z)|q ≤ C(1 − |z|2)−qn(s−1)/c‖f‖pq/b
p

∫
Sn

|K(z, ζ)|s|f(ζ)|p dσ(ζ).

Write z = rη, integrate with respect to η, and use Fubini’s theorem. We obtain∫
Sn

|Tf(rη)|q dσ(η) ≤ C2(1 − r2)−qn(s−1)/c−n(s−1)‖f‖p+pq/b
p ,

and hence(∫
Sn

|Tf(rζ)|q dσ(ζ)
)1/q

≤ C2/q(1 − r2)−n(s−1)(1/c+1/q)‖f‖p(1/b+1/q)
p .

This proves the desired estimate. ��



4.4 Several Embedding Theorems 147

Since the Poisson transform P [f ] and the Cauchy transform C[f ] satisfy

|P [f ](z)| ≤ 2nT |f |(z), |C[f ](z)| ≤ T |f |(z), z ∈ Bn,

we obtain the following corollary as a consequence of Lemma 4.44.

Corollary 4.45. If 1 ≤ p < q < ∞, then there exists a positive constant C such that(∫
Sn

|P [f ](rζ)|q dσ(ζ)
)1/q

≤ C(1 − r2)−n(1/p−1/q)‖f‖p

and (∫
Sn

|C[f ](rζ)|q dσ(ζ)
)1/q

≤ C(1 − r2)−n(1/p−1/q)‖f‖p

for all f ∈ Lp(Sn, dσ) and 0 < r < 1.

The following result significantly strengthens Lemma 4.44.

Theorem 4.46. Suppose that 1 < p < q < ∞ and that T is the operator defined in
Lemma 4.44. Then there exists a constant C > 0 such that(∫

Bn

|Tf(z)|q(1 − |z|2)qn(1/p−1/q)−1 dv(z)
)1/q

≤ C‖f‖p

for all f ∈ Lp(Sn, dσ).

Proof. For every function f ∈ L1(Sn, dσ) we define

Sf(r) = (1 − r2)−n/q

(∫
Sn

|Tf(rζ)|q dσ(ζ)
)1/q

, 0 < r < 1.

It is obvious that S is subadditive, that is, S(f + g) ≤ Sf + Sg.
For any s ∈ [1, q) and any t > 0 we apply Lemma 4.44 to obtain

{r ∈ (0, 1) : Sf(r) > t} ⊂
{
r ∈ (0, 1) : Cs(1 − r2)−n/s‖f‖s > t

}
=
{
r ∈ (0, 1) : (1 − r2)n < (Cst

−1‖f‖s)s
}

,

where Cs is a positive constant. If we define

dµ(r) = 2nr(1 − r2)n−1 dr = −d(1 − r2)n

on (0, 1), then

µ(Sf > t) ≤
∫

(1−r2)n<(Cs‖f‖s/t)s

d[−(1 − r2)n] = (Cst
−1‖f‖s)s

for all f ∈ Lp(Sn, dσ), where the last equality follows from the change of variables
x = (1 − r2)n and the fundamental theorem of calculus.



148 4 Hardy Spaces

In particular, we can find a constant C > 0, dependent on p and q, such that

µ(Sf > t) ≤ C

t
‖f‖1

and

µ(Sf > t) ≤
(

C‖f‖s

t

)s

for all t > 0, where s = (p + q)/2. By the Marcinkiewicz interpolation theorem, the
operator S is bounded from Lp(Sn, dσ) into Lp((0, 1), dµ), that is,∫ 1

0

(1 − r)n−1−np/q dr

(∫
Sn

|Tf(rζ)|q dσ(ζ)
)p/q

≤ C′
∫

Sn

|f |p dσ

for all f ∈ Lp(Sn, dσ), where C′ is a positive constant depending on p and q. Write[∫
Sn

|Tf(rζ)|q dσ(ζ)
] p

q

=
[∫

Sn

|Tf(rζ)|q dσ(ζ)
] [∫

Sn

|Tf(rζ)|q dσ(ζ)
] p

q −1

,

and estimate the second factor above by Lemma 4.44. We then obtain∫ 1

0

(1 − r)qn(1/p−1/q)−1 dr

∫
Sn

|Tf(rζ)|q dσ(ζ) ≤ C′′‖f‖q
p.

The desired result now follows easily from polar coordinates. ��
Once again, since the operator T dominates the Poisson transform as well as the

Cauchy transform, Theorem 4.46 gives rise to the following.

Corollary 4.47. If 1 < p < q < ∞, there exists a constant C > 0 such that(∫
Bn

|P [f ](z)|q(1 − |z|2)qn(1/p−1/q)−1 dv(z)
)1/q

≤ C‖f‖p

and (∫
Bn

|C[f ](z)|q(1 − |z|2)qn(1/p−1/q)−1 dv(z)
)1/q

≤ C‖f‖p

for all f ∈ Lp(Sn, dσ).

We are now ready to prove the following imbedding of Hardy spaces into
weighted Bergman spaces.

Theorem 4.48. Suppose 0 < p < q < ∞ and

α = nq

(
1
p
− 1

q

)
− 1 =

nq

p
− (n + 1).

Then Hp ⊂ Aq
α and the inclusion is continuous.
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Proof. For f ∈ Hp we let g = |f |p/2. Then g ∈ L2(Sn, dσ) and g ≤ P [g] on Bn,
because g is subharmonic. In Corollary 4.47, if we replace f by g, p by 2, and q by
the number r = 2q/p, the result is(∫

Bn

|P [g](z)|r(1 − |z|2)nr(1/2−1/r)−1 dv(z)
)1/r

≤ C‖g‖2,

where C is a positive constant independent of g. Since |g| ≤ P [g], we also have(∫
Bn

|g(z)|r(1 − |z|2)nr(1/2−1/r)−1 dv(z)
)1/r

≤ C‖g‖2,

which is the same as∫
Bn

|f(z)|q(1 − |z|2)nq(1/p−1/q)−1 dv(z) ≤ C2q/p‖f‖q
p.

This completes the proof of the theorem. ��
The following embedding result will be crucial in the next section when we iden-

tify the dual space of Hp for 0 < p < 1.

Corollary 4.49. Suppose 0 < p < 1 and

α =
n

p
− (n + 1).

Then Hp ⊂ A1
α. Furthermore, there exists a constant C > 0 such that∫

Bn

|f(z)| dvα(z) ≤ C‖f‖p

for all f ∈ Hp.

Proof. Let q = 1 in Theorem 4.48. ��

4.5 Duality

In this section we give a characterization of the bounded linear functionals on the
Hardy spaces Hp for p 
= 1. The case of 1 < p < ∞ is a consequence of the
boundedness of the Cauchy-Szegö projection on Lp(Sn, dσ), and will be in terms of
the natural integral pairing using the surface measure σ on Sn. The case 0 < p < 1
will be handled by using the weighted volume measures to form a pairing; another
more natural pairing using the surface measure will be discussed in the chapter on
Lipschitz spaces. The dual space of H1 can be identified with BMOA using the
natural pairing; this will be proved in the next chapter.
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For 0 < p < ∞, the dual space of Hp, denoted (Hp)∗, consists of all linear
functionals F : Hp → C such that

|F (f)| ≤ C‖f‖p

for all f ∈ Hp, where C is a positive constant dependent on F and p.
For F ∈ (Hp)∗, we use ‖F‖ to denote the smallest possible constant C above.

It follows from general functional analysis that (Hp)∗ is a Banach space equipped
with this norm, even in the case 0 < p < 1 when Hp itself is not a Banach space.

Theorem 4.50. Suppose 1 < p < ∞ and 1/p+1/q = 1. Then the dual space of Hp

can be identified with Hq (with equivalent norms) under the integral pairing

〈f, g〉 =
∫

Sn

f(ζ) g(ζ) dσ(ζ),

where f ∈ Hp and g ∈ Hq.

Proof. It is obvious that every function g ∈ Hq induces a bounded linear functional
F on Hp via the formula

F (f) =
∫

Sn

f g dσ, f ∈ Hp.

By Hölder’s inequality, ‖F‖ ≤ ‖g‖q.
On the other hand, if F is a bounded linear functional on Hp, then F can be

extended to a bounded linear functional on Lp(Sn, dσ) (without increasing its norm)
by the Hahn-Banach extension theorem. So there exists a function h ∈ Lq(Sn, dσ)
such that

F (f) =
∫

Sn

f h dσ, f ∈ Hp.

Since f = C(f), where C is the Cauchy-Szegö projection, an application of Corol-
lary 4.37 gives

F (f) =
∫

Sn

f C(h) dσ, f ∈ Hp.

Let g = C(h). Then g ∈ Hq by Theorem 4.36, and

F (f) =
∫

Sn

f g dσ, f ∈ Hp.

Furthermore,
‖g‖q ≤ C‖h‖q = C‖F‖,

with C being the norm of the Cauchy transform on Lq(Sn, dσ). This completes the
proof. ��

The following result shows that the dual spaces of Hp, 0 < p < 1, are all
isomorphic to each other. Also, the dual space of Hp is isomorphic to that of Ap

t for
0 < p < 1, although the spaces Hp and Ap

t are not isomorphic.
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Theorem 4.51. Suppose 0 < p < 1 and

α =
n

p
− (n + 1).

Then the dual space of Hp can be identified with the Bloch space B (with equivalent
norms) under the integral pairing

〈f, g〉 = lim
r→1−

∫
Bn

f(rz) g(z)dvα(z),

where f ∈ Hp and g ∈ B.

Proof. If g ∈ B, then g = Pαh by Theorem 3.4, where h is some function in
L∞(Bn), and ‖h‖∞ ≤ C‖g‖, where C is a positive constant independent of g and
‖g‖ is the norm of g in the Bloch space B. Since Pα is self-adjoint with respect to
the integral pairing induced by dvα, we have∫

Bn

frg dvα =
∫

Bn

fr Pαh dvα =
∫

Bn

Pαfr h dvα =
∫

Bn

fr h dvα

for every holomorphic f in Bn and 0 < r < 1. If f ∈ Hp, then f ∈ L1(Bn, dvα) by
Corollary 4.49, and so

lim
r→1−

∫
Bn

fr g dvα =
∫

Bn

f h dvα.

This shows that the limit

F (f) = lim
r→1−

∫
Bn

frg dvα, f ∈ Hp,

always exists and defines a bounded linear functional on Hp. In fact,

|F (f)| ≤ ‖h‖∞‖f‖1,α ≤ C‖g‖‖f‖p,

with C being a positive constant independent of f .
Conversely, if F is a bounded linear functional on Hp, then

F (f) = lim
r→1−

F (fr), f ∈ Hp.

Define a function g ∈ H(Bn) by

g(w) = Fz

[
1

(1 − 〈z, w〉)n+1+α

]
, w ∈ Bn.

Differentiating inside Fz gives∣∣∣∣ ∂g

∂wk
(w)
∣∣∣∣p ≤ (n + 1 + α)p‖F‖p

∫
Sn

|ζk|p dσ(ζ)
|1 − 〈ζ, w〉|p(n+2+α)
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for w ∈ Bn and 1 ≤ k ≤ n. This together with Theorems 1.12 and 3.4 shows that g
is in the Bloch space. Since each fr is in H∞(Bn), we have

fr(z) =
∫

Bn

fr(w) dvα(w)
(1 − 〈z, w〉)n+1+α

, z ∈ Bn.

Taking F inside the integral, we obtain

F (fr) =
∫

Bn

frg dvα.

This shows that

F (f) = lim
r→1−

∫
Bn

frg dvα, f ∈ Hp,

completing the proof of the theorem. ��

Notes

Standard references for the theory of Hardy spaces in one complex variable are [33]
and [42].

Our coverage of the (invariant) Poisson transform, estimates of various maximal
functions, the existence of K-limits for functions in Hardy spaces, and the bound-
edness of the Cauchy-Szegö projection on Lp(Sn, dσ) (1 < p < ∞), all follow the
presentation in [94].

Theorems 4.20, 4.22, and 4.23 are not as well known as they should be; see [73]
and references there. In particular, Theorem 4.22 comes in handy when we identify
the dual space of H1 as BMOA in the next chapter.

Theorems 4.39, 4.40, and 4.41 are from [6]. The proof of Theorem 4.48 is from
[18]. Corollary 4.49, which first appeared in [69], is critical for Theorem 4.51, which
explicitly identifies the dual space of Hp, 0 < p < 1, as the Bloch space under a
certain weighted volume integral pairing; see [133].

Exercises

4.1. Show that the function

d(z, w) = |1 − 〈z, w〉|1/2

satisfies the triangle inequality on Bn.

4.2. Show that the invariant Poisson kernel P (z, ζ) is M-harmonic in z ∈ Bn (for
every fixed ζ ∈ Sn).

4.3. Suppose −1 < α < ∞ and 1 ≤ k < n. Show that the restriction operator Rk

maps Ap
α(Bn) boundedly onto Ap

α+n−k(Bk).
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4.4. If µ is a finite complex Borel measure, then the function C[µ] belongs to Hp for
0 < p < 1.

4.5. Suppose 0 < p < ∞ and f is holomorphic in Bn. Show that∫
Bn

|f(z)|p dv(z)

is equal to

|f(0)|p +
p2

2n

∫
Bn

|∇̃f(z)|2|f(z)|p−2 dτ(z)
∫ 1

|z|

(1 − t2)n−1(1 − t2n)
t2n−1

dt.

4.6. Suppose 0 < p < ∞ and f is holomorphic in Bn. Show that∫
Bn

|f(z) − f(0)|p dv(z)

is equal to

p2

∫
Bn

|Rf(z)|2|f(z) − f(0)|p−2|z|−2n dv(z)
∫ 1

|z|
t2n−1 log

t

|z| dt.

4.7. Derive similar formulas for the norm of f in Ap
α, where α > −1.

4.8. Show that Mp(r, f)p is equal to

|f(0)|p +
(p

2

)2
∫
|z|<r

|f(z)|p−2|∇̃f(z)|2 dτ(z)
∫ r

|z|

(1 − t2)n−1

t2n−1
dt,

where 0 ≤ r < 1 and f is holomorphic in Bn.

4.9. Let 0 < p < ∞. Show that for any multi-index m = (m1, · · · , mn) of non-
negative integers and any compact set K in Bn there exists a constant C > 0 such
that ∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣ ≤ C‖f‖p

Hp

for all f ∈ Hp and all z ∈ K .

4.10. If f is holomorphic on the closed unit ball, show that∫
Bn

|∇̃f(z)|2G(z) dτ(z) < ∞.

4.11. If f ∈ C(Sn) and F = P [f ], show that F extends to a function in C(Bn),
which we still denote by F , with F = f on Sn.
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4.12. If f ∈ Lp(Bn, dσ), where 1 ≤ p ≤ ∞, and F = P [f ], show that the functions
Fr, where

Fr(ζ) = F (rζ), 0 < r < 1, ζ ∈ Sn,

satisfy the inequality ‖Fr‖p ≤ ‖f‖p, where ‖ ‖p is the norm in Lp(Sn, dσ). If 1 ≤
p < ∞, then we also have

lim
r→1−

‖Fr − f‖p = 0.

4.13. If µ is a finite complex Borel measure on Sn and P [µ](z) = 0 for all z ∈ Bn,
show that µ = 0. Therefore, the Poisson transform is one-to-one.

4.14. Suppose µ is a finite complex Borel measure on Sn and F = P [µ]. Show that
‖Fr‖1 ≤ ‖µ‖ for all r ∈ (0, 1), where ‖µ‖ is the total variation of µ. It is also true
that

lim
r→1−

Fr dσ = dµ

in the weak-star topology of the dual space of C(Sn).

4.15. Suppose t > 0 and f(z) =
∑

m amzm is holomorphic in Bn. If 2 ≤ p < ∞,
show that f ∈ Hp implies that the function∑

m

|m|tamzm

belongs to Ap
pt−1. If 0 < p ≤ 2, then f ∈ Ap

pt−1 implies that the function∑
m

am

(|m| + 1)t
zm

belongs to Hp.

4.16. Show that the converse of Theorem 4.42 is false unless p = 2.

4.17. Show that

|f(z)|p ≤
∫

Sn

P (z, ζ)|f(ζ)|p dσ(ζ)

for all f ∈ Hp and z ∈ Bn.

4.18. Suppose p 
= 2 and Φ : Hp → Hp is surjective linear isometry. Show that
there exists some ϕ ∈ Aut(Bn) such that

Φ(f)(z) = λf ◦ ϕ(z)
(

(1 − |a|2)n

(1 − 〈z, a〉)2n

)1/p

for all f ∈ Hp, where a = ϕ(0) and λ is a unimodulus constant. See [94].
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4.19. Suppose a = (a1, · · · , an) ∈ Bn and f ∈ Hp, where 0 < p ≤ ∞. Show that
there exist functions fk ∈ Hp, 1 ≤ k ≤ n, such that

f(z) − f(a) =
n∑

k=1

(zk − ak)fk(z), z ∈ Bn.

4.20. Suppose p > 0 and f ∈ Hp. Show that∫
Sn

|f(ζ)|p dσ(ζ) = lim
α→−1+

∫
Bn

|f(z)|p dvα(z).

4.21. Show that for every p ∈ (1,∞) there exists a positive constant C such that∫
Sn

|f(ζ)|p dσ(ζ) ≤ C

∫
Sn

|Re f(ζ)|p dσ(ζ)

for all f ∈ Hp with f(0) = 0. Show that this becomes false when p = 1.

4.22. Find sharp growth estimates for the Taylor coefficients of functions in Hp.

4.23. Show that every function in Hp can be approximated in norm by its Taylor
polynomials if and only if 1 < p < ∞. See [128].

4.24. Show that there exists no bounded projection from L1(Sn, dσ) onto H1.

4.25. Suppose 0 < p < ∞, f ∈ Lp(Sn), and {fk} is a sequence of functions in
Lp(Sn). Show that

lim
k→∞

∫
Sn

|fk(ζ) − f(ζ)|p dσ(ζ) = 0

if and only if fk(ζ) → f(ζ) for almost every ζ ∈ Sn and

lim
k→∞

∫
Sn

|fk(ζ)|p dσ(ζ) =
∫

Sn

|f(ζ)|p dσ(ζ).

4.26. If p ≥ 2, show that Theorem 4.48 follows from Theorem 4.42 and Theo-
rem 2.30.

4.27. Suppose p > 0 and α > −1. Show that the restriction operator Rk maps Ap
α

of Bn boundedly onto Ap
α+n−k of Bk.

4.28. Suppose p, q, and t are positive numbers related by

n

p
− n

q
= t.

If neither n + α nor n + α + t is a negative integer, show that Rα,tH
p ⊂ Hq, and

the inclusion is continuous. See [6].
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4.29. For each p ∈ (0, 1] there exists a constant C > 0 such that every function
f ∈ Hp admits a representation

f(z) =
∞∑

k=1

Fk(z)Gk(z),

where ∞∑
k=1

‖Fk‖p
H2p ‖Gk‖p

H2p ≤ C‖f‖p
Hp .

See [6] and [30].

4.30. Show that on the unit disk D we have

Hp = HqHr,
1
p

=
1
q

+
1
r
.

4.31. If n > 1, show that there exists a function f ∈ H1 such that f cannot be
written as a product of two functions in H2. See [44].

4.32. If h is an analytic function in the unit disk D and 0 < r < 1, we define nf (r, w)
to be the number of roots of the equation h(z) = w in |z| < r. For a holomorphic
function f in Bn we define

nf (r, w) =
∫

Sn

nfζ
(r, w) dσ(ζ), 0 < r < 1, w ∈ D,

where each fζ is the slice function defined on D by fζ(z) = f(zζ). Show that

r
d

dr
Mp(f, r)p =

p2

2π

∫ ∞

0

Rp−1 dR

∫ 2π

0

nf (r, Reiθ) dθ,

where f is holomorphic in Bn. See [73] and references there.

4.33. Show that

r
d

dr
Mp(f, r)p = p

∫
Sn

Rf(rζ)
f(rζ)

|f(rζ)|p dσ(ζ)

for all holomorphic functions f in Bn. See [73] and references there.

4.34. If f ∈ Hp, show that

lim
r→1−

(1 − r2)n

∫
|z|<r

|∇̃f(z)|2|f(z)|p−2 dτ(z) = 0.

See [108].

4.35. Show that there exists a positive constant c (depending on n and p) such that

‖f‖p
p = |f(0)|p + c

∫ 1

0

(1 − r2)n−1 dr

r2n+1

∫
|z|<r

|∇̃f(z)|2|f(z)|p−2 dτ(z)

for all holomorphic functions f in Bn. See [108].
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Functions of Bounded Mean Oscillation

In this chapter we study the space of holomorphic functions in Bn that have bounded
mean oscillation on Sn with respect to Lebesgue measure and the non-isotropic met-
ric introduced in the previous chapter. Highlights of this chapter include Fefferman’s
duality theorem between BMOA and the Hardy space H1, Hörmander’s characteri-
zation of Carleson measures, and an atomic decomposition theorem for BMOA due
to Rochberg and Semmes. We also discuss the issue of complex interpolation be-
tween BMOA and a Hardy space, and characterize the holomorphic functions in Bn

that have bounded mean oscillation in Bn with respect to the Bergman metric.

5.1 BMOA

Throughout this chapter we write

d(z, w) = |1 − 〈z, w〉|1/2

for z and w in the closed unit ball Bn. Recall that the restriction of d to Sn is a
non-isotropic metric. Therefore, for any ζ ∈ Sn and r > 0, the set

Q(ζ, r) = {ξ ∈ Sn : |1 − 〈ζ, ξ〉|1/2 < r}
is a non-isotropic metric ball with center ζ and radius r. We will simply call Q a
d-ball.

Let BMOA denote the space of functions f in H2 such that

‖f‖2
BMO = |f(0)|2 + sup

1
σ(Q)

∫
Q

|f − fQ|2 dσ < ∞, (5.1)

where

fQ =
1

σ(Q)

∫
Q

f dσ (5.2)

is the average of f over Q and the supremum is taken over Q = Q(ζ, r) for all
ζ ∈ Sn and all r > 0.
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Lemma 5.1. A function f ∈ H2 belongs to BMOA if and only if there exists a
positive constant C with the following property: for any d-ball Q in Sn there exists
a number c such that

1
σ(Q)

∫
Q

|f − c|2 dσ ≤ C. (5.3)

Proof. If f is in BMOA, then for any Q we can take c = fQ.
Conversely, if for any Q there exists a number c such that (5.3) holds, then we

apply the triangle inequality to get(
1

σ(Q)

∫
Q

|f − fQ|2 dσ

)1/2

≤
(

1
σ(Q)

∫
Q

|f − c|2 dσ

)1/2

+ |fQ − c|.

The first term on the right is less than or equal to
√

C , while the second term can be
estimated as follows.

|fQ − c|2 =
∣∣∣∣ 1
σ(Q)

∫
Q

(f − c) dσ

∣∣∣∣2 ≤ 1
σ(Q)

∫
Q

|f − c|2 dσ ≤ C.

It follows that f is in BMOA. ��
Note that in the definition of BMOA, we only need to consider d-balls of radius

less than δ, where δ is any fixed positive number.

Proposition 5.2. The space BMOA is a Banach space when equipped with the norm
‖ ‖BMO.

Proof. It is clear that ‖f‖BMO is a well-defined norm on BMOA.
Recall that for r ≥ √

2, we have Q(ζ, r) = Sn for any ζ ∈ Sn. It follows that
‖f‖BMO ≥ ‖f‖2. So, if {fk} is a Cauchy sequence in BMOA, it is also a Cauchy
sequence in H2. Thus there exists a function f ∈ H2 such that fk → f in H2. In
particular, fk(z) → f(z) uniformly on every compact subset of Bn.

Given ε > 0, there exists a positive integer N such that

‖fk − fl‖BMO < ε

whenever k > N and l > N . For any d-ball Q we have

|fk(0) − fl(0)|2 +
1

σ(Q)

∫
Q

|(fk − fl) − (fkQ − flQ)|2 dσ < ε2

for all k > N and l > N . Let l → ∞. Then

|fk(0) − f(0)|2 +
1

σ(Q)

∫
Q

|(fk − f) − (fkQ − fQ)|2 dσ ≤ ε2

for all k > N . Taking the supremum over all d-balls Q, we obtain

‖fk − f‖BMO ≤ ε

for all k > N . This shows that f is in BMOA and ‖fk−f‖BMO → 0 as k → ∞. ��
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We proceed to show that BMOA is invariant under the action of automorphisms.
This combined with Theorem 3.19 in Chapter 3 will prove that BMOA is contained
in the Bloch space B. However, BMOA is not contained in the little Bloch space. In
fact, for any ζ ∈ Sn, the function

f(z) = log(1 − 〈z, ζ〉), z ∈ Bn,

belongs to BMOA but not to the little Bloch space.

Theorem 5.3. A function f ∈ H2 belongs to BMOA if and only if

‖f‖2
G = sup

a∈Bn

∫
Sn

|f ◦ ϕa(ζ) − f(a)|2 dσ(ζ) < ∞. (5.4)

Furthermore, ‖ ‖G is a complete Möbius invariant semi-norm on BMOA .

Proof. Fix f ∈ H2 and a ∈ Bn with a 
= 0. Consider the integral

Ia =
∫

Sn

|f ◦ ϕa(ζ) − f(a)|2 dσ(ζ).

Changing the variable of integration, we have

Ia =
∫

Sn

|f(ζ) − f(a)|2P (a, ζ) dσ(ζ).

For the d-ball
Q = Q(a/|a|,

√
1 − |a|2 ),

we have

Ia ≥
∫

Q

|f(ζ) − f(a)|2P (a, ζ) dσ(ζ).

Since
1 − 〈a, ζ〉 = 1 − 〈a/|a|, ζ〉 + 〈a/|a|, ζ〉(1 − |a|),

we see that ζ ∈ Q implies

|1 − 〈a, ζ〉| ≤ (1 − |a|2) + (1 − |a|) < 2(1 − |a|2).
Therefore,

Ia ≥ 1
4n(1 − |a|2)n

∫
Q

|f − f(a)|2 dσ.

By Lemma 4.6, there exists an absolute constant C such that

Ia ≥ C

σ(Q)

∫
Q

|f − f(a)|2 dσ.

As a runs over Bn − {0}, the above Q runs over all d-balls of radius less than 1. So,
by Lemma 5.1 and the remark following it, the inequality ‖f‖G < ∞ implies that f
is in BMOA.
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To prove the other implication, let f be a function in BMOA and let

C∗ = sup
1

σ(Q)

∫
Q

|f − fQ|2 dσ < ∞.

Consider the integrals Ia in the previous paragraph for a ∈ Bn. Clearly,

sup{Ia : |a| ≤ 3/4} < ∞.

So we fix some a ∈ Bn with |a| > 3/4, and let

Qk = Q
(
a/|a|, 2k

√
1 − |a|

)
for k = 0, 1, · · · , N , where N is the smallest positive integer such that QN = Sn.

Since
1 − 〈a, ζ〉 = 1 − |a| + |a|(1 − 〈a/|a|, ζ〉),

for k ≥ 1 and ζ ∈ Qk − Qk−1 we have

|1 − 〈a, ζ〉| ∼ 4k(1 − |a|),

and so
P (a, ζ) ∼ 16−nk(1 − |a|)−n. (5.5)

On the other hand, Lemma 4.6 tells us that

σ(Qk) ∼ 4nk(1 − |a|)n. (5.6)

So there exists an absolute constant C1 > 0 such that∫
Qk−Qk−1

|f(ζ) − fQk
|2P (a, ζ) dσ(ζ) ≤ C1

4nkσ(Qk)

∫
Qk

|f − fQk
|2 dσ ≤ C1C∗

4nk

for 1 ≤ k ≤ N .
Also, for 1 ≤ k ≤ N , we have

fQk
− fQk−1 =

1
σ(Qk−1)

∫
Qk−1

(fQk
− f) dσ,

and so

|fQk
− fQk−1 |2 ≤ 1

σ(Qk−1)

∫
Qk

|f − fQk
|2 dσ.

Since σ(Qk) ∼ σ(Qk−1) by (5.6), there exists a constant C2 > 0 such that

|fQk
− fQk−1 |2 ≤ C2

σ(Qk)

∫
Qk

|f − fQk
|2 dσ ≤ C2C∗

for all 1 ≤ k ≤ N . Combining this with
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fQk
− fQ0 =

k∑
i=1

(fQi − fQi−1),

we obtain
|fQk

− fQ0 |2 ≤ C2C∗k2

for 1 ≤ k ≤ N . Combining this with (5.5) and (5.6), we find a constant C3 > 0 such
that ∫

Qk−Qk−1

|fQk
− fQ0 |2P (a, ζ) dσ(ζ) ≤ C3C∗k2

4nk

for 1 ≤ k ≤ N . Since

|f(ζ) − fQ0 |2 ≤ 2(|f(ζ) − fQk
|2 + |fQk

− fQ0 |2),
we obtain ∫

Qk−Qk−1

|f(ζ) − fQ0 |2P (a, ζ) dσ(ζ) ≤ C4C∗(k2 + 1)
4nk

for 1 ≤ k ≤ N .
It is easy to see that

P (a, ζ) ∼ 1
σ(Q0)

, ζ ∈ Q0,

so ∫
Q0

|f(ζ) − fQ0 |2P (a, ζ) dσ(ζ) ≤ C5C∗.

Since∫
Sn

|f(ζ) − fQ0 |2P (a, ζ) dσ(ζ) =
∫

Q0

|f(ζ) − fQ0 |2P (a, ζ) dσ(ζ)

+
N∑

k=1

∫
Qk−Qk−1

|f(ζ) − fQ0 |2P (a, ζ) dσ(ζ),

we obtain a constant C6 > 0 such that∫
Sn

|f(ζ) − fQ0 |2P (a, ζ) dσ(ζ) ≤ C6C∗

for any a ∈ Bn with 3/4 < |a| < 1.
From the reproducing formula∫

Sn

f(ζ)P (a, ζ) dσ(ζ) = f(a)

we easily check that
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Sn

|f(ζ)−fQ0 |2P (a, ζ) dσ(ζ) =
∫

Sn

|f(ζ)−f(a)|2P (a, ζ) dσ(ζ)+|f(a)−fQ0 |2.

Therefore, ∫
Sn

|f(ζ) − f(a)|2P (a, ζ) dσ(ζ) ≤ C6C∗

for all 3/4 < |a| < 1. This completes the proof of the theorem. ��
The semi-norm ‖ ‖G is referred to as the Garsia semi-norm, which obviously has

the property that

‖f ◦ ϕ‖G = ‖f‖G, f ∈ BMOA, ϕ ∈ Aut(Bn).

It follows from the open mapping theorem that the norm

‖f‖ = |f(0)| + ‖f‖G

is equivalent to the BMOA norm ‖ ‖BMO.
It is clear that H∞ is contained in BMOA. We will show in the next section

that BMOA is the image of L∞(Sn) under the Cauchy-Szegö projection, and so by
Theorem 4.36, BMOA is contained in Hp for every p ∈ (0,∞).

5.2 Carleson Measures

For ζ ∈ Sn and r > 0 we introduce the set

Qr(ζ) = {z ∈ Bn : d(z, ζ) < r}. (5.7)

Clearly, the closure of Qr(ζ) intersects Sn at the non-isotropic d-ball Q(ζ, r) from
the previous section. We shall call Qr(ζ) a Carleson tube at ζ.

A positive Borel measure µ in Bn is called a Carleson measure if there exists a
constant C > 0 such that

µ(Qr(ζ)) ≤ Cr2n (5.8)

for all ζ ∈ Sn and r > 0. It is obvious that every Carleson measure must be finite.
Also, a finite positive Borel measure µ is Carleson if and only if

sup
{

µ(Qr(ζ))
r2n

: ζ ∈ Sn, 0 < r < δ

}
< ∞, (5.9)

where δ is any fixed positive constant.
Recall from Lemma 4.6 that the power r2n is comparable to the surface area (or

σ-measure) of the non-isotropic ball Q(ζ, r) in Sn. We shall see from Corollary 5.24
that the volume (or v-measure) of Qr(ζ) in Bn is comparable to r2(n+1).



5.2 Carleson Measures 163

Theorem 5.4. A positive Borel measure µ in Bn is a Carleson measure if and only if
the quantity

C∗ = sup
z∈Bn

∫
Bn

P (z, w) dµ(w)

is finite. Here

P (z, w) =
(1 − |z|2)n

|1 − 〈z, w〉|2n
, z, w ∈ Bn,

is the Poisson kernel.

Proof. First assume that C∗ < ∞. For any ζ ∈ Sn and 0 < r < 1 we consider the
point z = (1 − r2)ζ. Since

1 − 〈z, w〉 = (1 − r2)(1 − 〈ζ, w〉) + r2,

we have
|1 − 〈z, w〉| ≤ (1 − r2)r2 + r2 ≤ 2r2

for all w ∈ Qr(ζ). It follows that

P (z, w) =
(1 − |z|2)n

|1 − 〈z, w〉|2n
≥ (1 − |z|)n

|1 − 〈z, w〉|2n
≥ r2n

(2r2)2n

for w ∈ Qr(ζ), and so

C∗ ≥
∫

Qr(ζ)

P (z, w) dµ(w) ≥ µ(Qr(ζ))
4nr2n

.

This shows that µ is a Carleson measure.
Next assume that µ is a Carleson measure and let

C = sup
ζ,r

µ(Qr(ζ))
r2n

.

Since µ is finite, an obvious estimate shows that

sup
|z|≤3/4

∫
Bn

P (z, w) dµ(w) < ∞.

Fix some z ∈ Bn with |z| > 3/4 and set ζ = z/|z|. For k ≥ 0 let

rk =
√

2k+1(1 − |z|).

Let
E0 = Qr0(ζ)

and
Ek = Qrk

(ζ) − Qrk−1(ζ)
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for k ≥ 1. For each k ≥ 0 we have

µ(Ek) ≤ 2n(k+1)(1 − |z|)nC.

If k ≥ 1 and w ∈ Ek, then

|1 − 〈z, w〉| =
∣∣(1 − |z|) + |z|(1 − 〈ζ, w〉)∣∣

≥ |z||1 − 〈ζ, w〉| − (1 − |z|)

≥
(

3
4
· 2k − 1

)
(1 − |z|)

≥ 2k−1(1 − |z|).
This clearly holds for k = 0 as well. So∫

Ek

P (z, w) dµ(w) ≤ 16nC

2nk
, k ≥ 0.

It follows that

sup
|z|>3/4

∫
Bn

P (z, w) dµ(w) ≤ 16nC

∞∑
k=0

1
2nk

.

The proof is complete. ��
The following theorem characterizes the space BMOA in terms of Carleson mea-

sures. This is one of the most fundamental results in the theory of BMO.

Theorem 5.5. Let f ∈ H2. Then f is in BMOA if and only if the measure

(1 − |z|2)n|∇̃f(z)|2 dτ(z) =
|∇̃f(z)|2 dv(z)

1 − |z|2

is a Carleson measure. Here dτ is the Möbius invariant measure on Bn.

Proof. Recall from Theorem 4.23 that∫
Sn

|f − f(0)|2 dσ =
∫

Bn

|∇̃f(z)|2G(z) dτ(z)

for every f ∈ H2, where

G(z) =
1
2n

∫ 1

|z|

(1 − t2)n−1

t2n−1
dt, z ∈ Bn,

is the Green function for the invariant Laplacian ∆̃ in Bn. As |z| → 1−, the Green
function G(z) is comparable to (1 − |z|2)n (see Proposition 1.26). In particular,∫

Sn

|f − f(0)|2 dσ ∼
∫

Bn

|∇̃f(z)|2(1 − |z|2)n dτ(z)
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for f in H2. So for any a ∈ Bn we have∫
Sn

|f(ζ) − f(a)|2P (a, ζ) dσ(ζ) =
∫

Sn

|f ◦ ϕa − f ◦ ϕa(0)|2 dσ

∼
∫

Bn

|∇̃(f ◦ ϕa)(z)|2(1 − |z|2)n dτ(z)

=
∫

Bn

|∇̃f(z)|2(1 − |ϕa(z)|2)n dτ(z),

where in the last step we made a change of variables and used the Möbius invariance
of both ∇̃ and dτ . Since

(1 − |ϕa(z)|2)n =
(1 − |a|2)n(1 − |z|2)n

|1 − 〈z, a〉|2n
,

we have∫
Sn

|f(ζ) − f(a)|2P (a, ζ) dσ(ζ) ∼
∫

Bn

(1 − |a|2)n

|1 − 〈z, a〉|2n
|∇̃f(z)|2(1 − |z|2)n dτ(z).

The desired result now follows from Theorems 5.3 and 5.4. ��
Recall from Theorem 3.1 that

∆̃(|f |2)(z) = 4|∇̃f(z)|2 = 4(1 − |z|2)(|∇f(z)|2 − |Rf(z)|2)
for f holomorphic in Bn. So f belongs to BMOA if and only if the measure

(|∇f(z)|2 − |Rf(z)|2) dv(z)

is a Carleson measure. We will also prove in Section 5.4 that a holomorphic function
f in Bn is in BMOA if and only if the measure

(1 − |z|2)|∇f(z)|2 dv(z)

is a Carleson measure if and only if the measure

(1 − |z|2)|Rf(z)|2 dv(z)

is a Carleson measure.
Carleson measures also play a significant role in the theory of Hardy spaces. In

the rest of this section we prove Hörmander’s generalization of Carleson’s classical
theorem characterizing Carleson measures in terms of Hp functions.

For any z ∈ Bn, z 
= 0, we write

Qz = Q
(
z/|z|,

√
1 − |z| ) = {ζ ∈ Sn : |1 − 〈z/|z|, ζ〉| < 1 − |z|} . (5.10)

The following covering lemma is crucial to our analysis.
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Lemma 5.6. Suppose E ⊂ Bn has the property that for no infinite sequence {zk} in
E the d-balls Qzk

are all disjoint. Then there exists a finite sequence {zk} in E such
that the sets Qzk

are disjoint and

E ⊂
⋃
k

{
z ∈ Bn : Qz ⊂ Q

(
zk/|zk|, 5

√
1 − |zk|

)}
.

Proof. Let
T1 = sup{

√
1 − |z| : z ∈ E},

and choose z1 ∈ E such that 2
√

1 − |z1| ≥ T1. If z1, · · · , zk−1 have aready been
chosen, we let Tk be the supremum of

√
1 − |z| such that z ∈ E and Qz does not

intersect Qz1 , · · · , Qzk−1 , if such points exist. We then choose zk ∈ E such that
2
√

1 − |zk| ≥ Tk and Qzk
is disjoint with Qzj for j < k. By hypothesis, this

construction must stop after a finite number of steps.
For any fixed z ∈ E, there must exist some k such that Qz ∩Qzk


= ∅. If j is the
smallest such index, we then have

√
1 − |z| ≤ Tj , so

2
√

1 − |zj| ≥ Tj ≥
√

1 − |z|.

This implies that

Qz ⊂ Q
(
ζj , 5

√
1 − |zj|

)
, ζj = zj/|zj|.

In fact, if ζ ∈ Qz and ζ′ = z/|z|, and if η is a point in Qz ∩ Qzj , then

d(ζ, ζj) ≤ d(ζ, ζ′) + d(ζ′, η) + d(η, ζj)

≤
√

1 − |z|+
√

1 − |z| +
√

1 − |zj |

≤ 5
√

1 − |zj |.

This proves the lemma. ��
For a function f on Sn we define another maximal function f∗ in Bn − {0} as

follows:

f∗(z) = sup
Q

1
σ(Q)

∫
Q

|f | dσ, (5.11)

where the supremum is taken over all d-balls Q in Sn such that Qz ⊂ Q.

Theorem 5.7. If µ is a Carleson measure on Bn, then there exists a constant C > 0
such that

µ(f∗ > t) ≤ C

t

∫
Sn

|f | dσ

for all f ∈ L1(Sn, dσ) and all t > 0.
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Proof. If Qz ⊂ Qw, then 1 − |z| ≤ 1 − |w| and∣∣∣∣1 −
〈

z,
w

|w|
〉∣∣∣∣ ≤ (1 − |z|) + |z|

∣∣∣∣1 −
〈

z

|z| ,
w

|w|
〉∣∣∣∣

≤ (1 − |z|) + |z|(1 − |w|) ≤ 2(1 − |w|).
In particular, Qz ⊂ Qw implies that z ∈ Q√

2(1−|w|)(w/|w|).
By Lemma 4.6, if µ is a Carleson measure, we can find a constant C1 > 0 such

that
µ{z ∈ Bn : Qz ⊂ Qw} ≤ C1σ(Qw)

for all w ∈ Bn, and we can also find a constant C2 > 0 such that

σ
(
Q(z/|z|, 5

√
1 − |z|)) ≤ C2σ

(
Q(z/|z|,

√
1 − |z|))

for all z ∈ Bn.
For any ε > 0 and t > 0 consider the set

Et,ε =
{

z ∈ Bn : z 
= 0,

∫
Qz

|f | dσ > t(ε + σ(Qz))
}

.

If {zk} is a sequence in Et,ε such that the d-balls Qzk
are disjoint, then∑

k

t(ε + σ(Qzk
)) ≤

∑
k

∫
Qzk

|f | dσ ≤
∫

Sn

|f | dσ. (5.12)

So {zk} must be finite and we can apply Lemma 5.6 to the set Et,ε. Let E′
t,ε be

the set of all z ∈ Bn with the property that Qz ⊂ Qw for some w ∈ Et,ε. Then
Lemma 5.6 shows that

E′
t,ε ⊂

⋃
k

{
z ∈ Bn : Qz ⊂ Q

(
zk/|zk|, 5

√
1 − |zk|

)}
.

Therefore,

µ(E′
t,ε) ≤

∑
k

µ
{
z ∈ Bn : Qz ⊂ Q

(
zk/|zk|, 5

√
1 − |zk|

)}
≤ C1

∑
k

σ
(
Q(zk/|zk|, 5

√
1 − |zk|)

)
≤ C1C2

∑
k

σ(Qzk
)

≤ C1C2

t

∫
Sn

|f | dσ.

The last inequality above follows from (5.12).
If f∗(z) > t, then there exists a d-ball Q in Sn such that Qz ⊂ Q and



168 5 Functions of Bounded Mean Oscillation∫
Q

|f | dσ > tσ(Q).

Write

Q = Q(ζ, r) = Q

(
w

|w| , 1 − |w|
)

, w = (1 − r)ζ.

Then ∫
Qw

|f | dσ > t(ε + σ(Qw))

for all sufficiently small ε. It follows that w ∈ Et,ε and z ∈ E′
t,ε for ε sufficiently

small. Therefore,

µ(f∗ > t) ≤ lim sup
ε→0

µ(E′
t,ε) ≤

C1C2

t

∫
Sn

|f | dσ.

This completes the proof of the theorem. ��
As a consequence of the above theorem and the Marcinkiewicz interpolation

theorem, we obtain the following Lp estimate for the maximal function f∗.

Theorem 5.8. If µ is a Carleson measure on Bn, then for each 1 < p < ∞ there
exists a constant C = Cp > 0 such that∫

Bn

|f∗|p dµ ≤ C

∫
Sn

|f |p dσ

for all f ∈ Lp(Sn, dσ).

We now demonstrate the close relationship between Carleson measures and
Hardy spaces. In particular, the following theorem will be essential for us later when
we establish the duality between H1 and BMOA.

Theorem 5.9. Let µ be a positive Borel measure on Bn and 0 < p < ∞. Then µ is a
Carleson measure if and only if there exists a constant C > 0 such that∫

Bn

|f(z)|p dµ(z) ≤ C

∫
Sn

|f(ζ)|p dσ(ζ)

for all f ∈ Hp.

Proof. First assume that µ is a Carleson measure. For 3/4 < |z| < 1 and k ≥ 0 let

Qk = Q
(
z/|z|, 2k

√
1 − |z| ).

If 1 < p < ∞ and g is a nonnegative function in Lp(Sn, dσ), then the proof of
Theorem 4.10 shows that



5.3 Vanishing Carleson Measures and VMOA 169

P [g](z) =
∫

Q0

P (z, ζ)g(ζ) dσ(ζ) +
∑

k

∫
Qk−Qk−1

P (z, ζ)g(ζ) dσ(ζ)

≤ 2n

(1 − |z|)n

∫
Q0

g(ζ) dσ(ζ) +
∑

k

C1

4nkσ(Qk)

∫
Qk

g(ζ) dσ(ζ)

≤ C2g∗(z)

for some constant C2 > 0 and all z ∈ Bn. This also holds for |z| ≤ 3/4. By
Theorem 5.8, we have∫

Bn

|P [g](z)|p dµ(z) ≤ C

∫
Sn

|g(ζ)|p dσ(ζ)

for some other constant C > 0 (independent of g).
If 0 < p < ∞ and f ∈ Hp, then the function |g| = |f |p/2 is in L2(Sn, dσ), so∫

Bn

∣∣P [|f |p/2](z)
∣∣2 dµ(z) ≤ C

∫
Sn

|g|2 dσ = C

∫
Sn

|f |p dσ.

By Corollary 4.5,

|f(z)|p ≤ ∣∣P [|f |p/2](z)
∣∣2, z ∈ Bn.

We obtain ∫
Bn

|f(z)|p dµ(z) ≤ C

∫
Sn

|f(ζ)|p dσ(ζ).

Next assume that there exists a constant C > 0 such that∫
Bn

|f(z)|p dµ(z) ≤ C

∫
Sn

|f(ζ)|p dσ(ζ)

for all f ∈ Hp. For any a ∈ Bn let

f(z) =
[

1 − |a|2
(1 − 〈z, a〉)2

]n/p

, z ∈ Bn.

Then we obtain ∫
Bn

P (a, z) dµ(z) ≤ C, a ∈ Bn.

By Theorem 5.4, µ is a Carleson measure. ��

5.3 Vanishing Carleson Measures and VMOA

A positive Borel measure µ on Bn is called a vanishing Carleson measure if

lim
r→0

µ(Qr(ζ))
r2n

= 0 (5.13)

uniformly for ζ ∈ Sn. We say that a sequence {fk} in Hp converges to 0 ultra-
weakly if {‖fk‖p} is bounded and {fk(z)} converges to 0 for every z ∈ Bn.
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Theorem 5.10. Let µ be a positive Borel measure on Bn and p > 0. Then the fol-
lowing conditions are equivalent:

(a) µ is a vanishing Carleson measure.
(b) For every sequence {fk} that converges to 0 ultra-weakly in Hp we have

lim
k→∞

∫
Bn

|fk(z)|p dµ(z) = 0.

(c) The measure µ satisfies

lim
|z|→1−

∫
Bn

P (z, ζ) dµ(ζ) = 0.

Proof. That (a) implies (b) follows from Theorem 5.9 and approximating the mea-
sure µ by the measures µr, where 0 < r < 1 and µr is µ times the characteristic
function of rBn.

Choosing

fk(ζ) =
[

(1 − |zk|2)n

(1 − 〈ζ, zk〉)2n

]1/p

,

where ζ ∈ Sn and |zk| → 1− as k → ∞, shows that (b) implies (c).
The proof that (c) implies (a) follows from the same arguments used in the proof

of Theorem 5.4. ��
The space BMOA is easily seen to be non-separable. We consider a separable

subspace of BMOA, denoted by VMOA, which is the closure in BMOA of the set
of polynomials. We mention in passing that the letters in VMO stand for vanishing
mean oscillation. The letter A in VMOA, just like the letter A in BMOA, refers to
analytic functions.

Theorem 5.11. For f ∈ H2 the following conditions are equivalent:

(a) f is in VMOA .
(b) f can be approximated in BMOA by functions holomorphic on the closed unit

ball of Cn.
(c) f satisfies

lim
|a|→1−

∫
Sn

|f ◦ ϕa(ζ) − f(a)|2 dσ(ζ) = 0,

or equivalently,

lim
|a|→1−

∫
Sn

|f(ζ) − f(a)|2P (a, ζ) dσ(ζ) = 0.

(d) f satisfies

lim
|a|→1−

∫
Bn

P (a, z) dµ(z) = 0,

where

dµ(z) = (1 − |z|2)n|∇̃f(z)|2 dτ(z) =
|∇̃f(z)|2
1 − |z|2 dv(z).
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(e) f has the property that

lim
r→0+

1
σ(Q(ζ, r))

∫
Q(ζ,r)

∣∣f − fQ(ζ,r)

∣∣2 dσ = 0

uniformly for ζ ∈ Sn.

Proof. The equivalence of (c), (d), and (e) follows from the proof of Theorems 5.3,
5.4, and 5.5. The equivalence of (a) and (b) is obvious, because a function holomor-
phic on the closed unit ball can be approximated uniformly on Bn by polynomials.

It is obvious that every polynomial satisfies the condition in (e), so an approxi-
mation argument shows that (a) implies (e).

It is easy to see that the Garsia semi-norm of f in BMOA is equivalent to the
Carleson semi-norm

‖f‖c = sup
a∈Bn

[∫
Bn

P (a, z) dµf(z)
]1/2

,

where µ = µf is the measure given in condition (d). Also, it is easy to see that if
condition (d) holds, then f can be approximated by fr in the Carleson semi-norm.
This shows that (d) implies (b), and the proof is complete. ��

It can be shown that VMOA contains unbounded functions. In fact, if

f(z1, · · · , zn) = g(z1),

where g is an unbounded analytic function in the unit disk D in C satisfying∫
D

|g′(z1)|2 dA(z1) < ∞,

(for example, g can be the Riemann mapping from the unit disk to an unbounded
simply connected domain in C with finite area), then f belongs to VMOA.

The following result is the little oh version of Theorem 5.5.

Theorem 5.12. Suppose f is holomorphic in Bn and

dµ(z) = (1 − |z|2)n|∇̃f(z)|2 dτ(z) =
|∇̃f(z)|2 dv(z)

1 − |z|2 .

Then f belongs to VMOA if and only if µ is a vanishing Carleson measure.

Proof. This follows from Theorems 5.10 and 5.11. ��
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5.4 Duality

In this chapter we consider BMOA and VMOA as Banach spaces and show that
BMOA can be identified with the second dual of VMOA using the natural integral
pairing with the surface measure on Sn. The intermediate space in this duality rela-
tion turns out to be the Hardy space H1.

Theorem 5.13. The Banach dual of H1 can be identified with BMOA under the
integral pairing

〈f, g〉 = lim
r→1−

∫
Sn

f(rζ) g(ζ) dσ(ζ),

where f is in H1 and g is in BMOA .

Proof. First let F be a bounded linear functional on H1. We extend F to a bounded
linear functional on L1(Sn, dσ) by the Hahn-Banach extension theorem. Since the
dual space of L1(Sn, dσ) is L∞(Sn), there exists a function h ∈ L∞(Sn) such that

F (f) =
∫

Sn

f h dσ, f ∈ H1.

Since the Cauchy-Szegö projection is an orthogonal projection on L2(Sn, dσ), we
have

F (f) = lim
r→1−

∫
Sn

fr hdσ

= lim
r→1−

∫
Sn

C(fr)h dσ

= lim
r→1−

∫
Sn

fr C(h) dσ

for all f ∈ H1. We proceed to show that the function g = C(h) is in BMOA.
Fix Q = Q(ζ0, r) in Sn. Define h1 on Sn by setting h1 = h on Q(ζ0, 2r) and

h1 = 0 elsewhere on Sn. Let h2 = h− h1. Then h2 = 0 on the closure of Q(ζ0, 2r)
and h2 = h elsewhere on Sn. We have g = g1 + g2, where gk = C(hk) for k = 1, 2.

We first estimate the boundary integral of g1 on Q using the fact that C is an
orthogonal projection on L2(Sn, dσ):∫

Q

|g1(ζ)|2 dσ ≤
∫

Sn

|g1(ζ)|2 dσ ≤
∫

Sn

|h1(ζ)|2 dσ

=
∫

Q(ζ0,2r)

|h(ζ)|2 dσ ≤ ‖h‖2
∞σ(Q(ζ0, 2r)).

By Lemma 4.6, there exists a constant C1 > 0 (depending on n only) such that

1
σ(Q)

∫
Q

|g1(ζ)|2 dσ(ζ) ≤ C1‖h‖2
∞.
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To estimate the boundary integral of g2 on Q, we observe that g2 is continuous
on Q(ζ0, 2r). In particular,

g2(ζ0) =
∫

Sn

C(ζ0, ζ)h2(ζ) dσ(ζ),

and

g2(η) − g2(ζ0) =
∫

Sn

(C(η, ζ) − C(ζ0, ζ))h2(ζ) dσ(ζ)

for all η ∈ Q. By Lemma 4.29, there exists a constant C2 > 0 (depending on n only)
such that

|g2(η) − g2(ζ0)| ≤ C2r‖h‖∞
∫

d(ζ,ζ0)>2r

dσ(ζ)
|1 − 〈ζ, ζ0〉|n+1/2

for η ∈ Q. Combining this with Lemma 4.30 we find a constant C3 > 0 (depending
on n only) such that

|g2(η) − g2(ζ0)| ≤ C3‖h‖∞
for all η ∈ Q, so

1
σ(Q)

∫
Q

|g2(ζ) − g2(ζ0)|2 dσ(ζ) ≤ C2
3‖h‖2

∞.

It follows that there exists a constant C4 > 0, depending on n only, such that

1
σ(Q)

∫
Q

|g(ζ) − g2(ζ0)|2 dσ(ζ) ≤ C2
4‖h‖2

∞.

Since Q is arbitrary, this along with Lemma 5.1 shows that g is in BMOA with

‖g‖BMO ≤ C4‖h‖∞.

Next we assume that g is in BMOA and consider the functional

F (f) =
∫

Sn

f g dσ,

where f is a polynomial (recall that the polynomials are dense in H1). We proceed
to show that F extends to a bounded linear functional on H1.

Polarizing the formula in Theorem 4.22, we can write

F (f) =
∫

Sn

f g dσ = f(0)g(0) + F̃ (f),

where

F̃ (f) =
2
n

∫
Bn

Rf(z)Rg(z) |z|−2n log
1
|z| dv(z).
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An application of Hölder’s inequality shows that |F̃ (f)|2 is less than or equal to
4/n2 times(∫

Bn

|Rf(z)|2
|f(z)| |z|−2n log

1
|z| dv(z)

)(∫
Bn

|f(z)||Rg(z)|2|z|−2n log
1
|z| dv(z)

)
.

The first integral above is dominated by the H1 norm of f , according to Theoem 4.22.
The second integral above is also dominated by the H1 norm of f , because of Theo-
rem 5.9 and the fact that g belonging to BMOA implies that the measure

|∇̃g(z)|2
1 − |z|2 dv(z) = (|∇g(z)|2 − |Rg(z)|2) dv(z)

is Carleson (see Theorem 5.5), which easily implies that the measure

|Rg(z)|2|z|−2n log
1
|z| dv(z)

is Carleson. This shows that F extends to a bounded linear functional on H1. ��
Theorem 5.14. If f is holomorphic in Bn, then the following conditions are equiva-
lent:

(a) f is in BMOA .

(b) [|∇̃f(z)|2/(1 − |z|2)] dv(z) is a Carleson measure.

(c) (1 − |z|2)|∇f(z)|2 dv(z) is a Carleson measure.

(d) (1 − |z|2)|Rf(z)|2 dv(z) is a Carleson measure.

Proof. It follows from Lemma 2.14 that

(1 − |z|2)|Rf(z)|2 ≤ (1 − |z|2)|∇f(z)|2 ≤ |∇̃f(z)|2
1 − |z|2 .

We see that (b) implies (c), and (c) implies (d). That (a) implies (b) was proved in
Theorem 5.5. The proof of Theorem 5.13 shows that (d) implies (a). ��

The following result indicates that the space BMOA plays the same role in the
Hardy space theory as the Bloch space does in the Bergman space theory.

Theorem 5.15. The Cauchy transform maps L∞(Sn) boundedly onto BMOA .

Proof. By the Hahn-Banach extension theorem and the fact that the dual space of
L1(Sn, dσ) is L∞(Sn) with respect to the integral pairing induced by dσ, we see
that the dual space H1 can be identified with CL∞(Sn). ��

The next result gives further evidence that the space BMOA behaves like the
limit space of Hp when p → ∞.
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Theorem 5.16. Suppose 1 ≤ p0 < ∞ and θ ∈ (0, 1). If p = p0/(1 − θ), then

[Hp0 , BMOA]θ = Hp

with equivalent norms.

Proof. We prove the case 1 < p0. When p0 = 1, the argument is much more compli-
cated and involves real-variable methods; we refer the reader to [36] and references
there.

If we identify Hp with a closed subspace of Lp(Sn), then for every f ∈ Hp ⊂
Lp(Sn, dσ), Theorem 1.33 tells us that there exists a family of functions gζ , 0 ≤
Re ζ ≤ 1, such that gθ = f , gζ ∈ Lp0(Sn) for Re ζ = 0, and gζ ∈ L∞(Sn) for
Re ζ = 1. Let fζ = C[gζ ]. Then fθ = f , fζ ∈ Hp0 for Re ζ = 0, and fζ ∈ BMOA
for Re ζ = 1. This shows that Hp ⊂ [Hp0 , BMOA]θ.

The other direction follows from duality and Theorem 4.38. In fact, if f ∈
[Hp0 , BMOA]θ , then there exists a family of functions fζ , Re ζ ∈ [0, 1], such that
fθ = f , ‖fζ‖p0 ≤ ‖f‖θ for Re ζ = 0, and ‖fζ‖BMO ≤ ‖f‖θ for Re ζ = 1. Fix
g ∈ Hq , where 1/p + 1/q = 1. By Theorem 4.38, we have

Hq = [Hq0 , H1]θ,

where 1/p0 + 1/q0 = 1, because

1
q

=
1 − θ

q0
+

θ

1
.

So there exists a family of functions gζ , Re ζ ∈ [0, 1], such that gθ = g, ‖gζ‖q0 ≤
C‖g‖q for Re ζ = 0, and ‖gζ‖1 ≤ C‖g‖q for Re ζ = 1, where C is a positive
constant. It follows from the duality between Hp0 and Hq0 , the duality between
H1 and BMOA, and the Hadamand three-lines theorem (on which the method of
complex interpolation is based) that the function

F (ζ) =
∫

Sn

fζ gζ dσ

is analytic in 0 < Re ζ < 1, continuous in 0 ≤ Re ζ ≤ 1, and satisfies

|F (θ)| ≤ C′‖f‖θ‖g‖q,

where C′ is another positive constant (independent of f and g). This shows that∣∣∣∣∫
Sn

f g dσ

∣∣∣∣ ≤ C′‖f‖θ‖g‖q.

Since g is arbitrary, it follows from the duality between Hp and Hq that f ∈ Hp. ��
We now discuss several issues related to the space VMOA.
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Theorem 5.17. The dual space of VMOA can be identified with H1 under the inte-
gral pairing

〈f, g〉 = lim
r→1−

∫
Sn

f(rζ) g(ζ) dσ(ζ),

where f is in VMOA and g is in H1.

Proof. By Theorem 5.13, every function g ∈ H1 induces a bounded linear functional
on VMOA.

Conversely, if F is a bounded linear functional on VMOA, we define a holomor-
phic function g in Bn by

g(z) =
∑
m

bmzm,

where

bm =
(n − 1 + |m|)!

(n − 1)! m!
F (zm).

Since {zm} is a bounded sequence in VMOA, {F (zm)} must also be bounded, so
the function g is indeed holomorphic in Bn.

For 0 < r < 1 and
f(z) =

∑
m

amzm

in VMOA we have

F (fr) =
∑
m

(n − 1)! m!
(n − 1 + |m|)! ambmr|m|,

because the Taylor series of fr converges in VMOA. Using Lemma 1.11 we can
write

F (fr) =
∫

Sn

f gr dσ.

If g is in H1, then by Lemma 1.11 again,∫
Sn

frg dσ = F (fr),

and so

F (f) = lim
r→1−

∫
Sn

frg dσ

for all f in VMOA.
To show that g belongs to H1, we use Theorem 5.13 to find a constant M > 0

(independent of r) such that

‖gr‖H1 ≤ M sup
{∣∣∣∣∫

Sn

grf dσ

∣∣∣∣ : ‖f‖∗ ≤ 1
}

for all r ∈ (0, 1). Here we use the following norm on BMOA:
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‖f‖∗ = inf{‖h‖∞ : f = C(h), h ∈ L∞(Sn)},
with C(h) being the Cauchy transform of h. If f = C(h) for h ∈ L∞(Sn), then it is
easy to check that fr = C(hr), where

hr(ζ) =
∫

Sn

P (rζ, η)h(η) dσ(η), ζ ∈ Sn.

Since ‖hr‖∞ ≤ ‖h‖∞, it follows easily that ‖fr‖∗ ≤ ‖f‖∗.
Since fr is in VMOA and since∫

Sn

grf dσ = F (fr),

we conclude that ∣∣∣∣∫
Sn

grf dσ

∣∣∣∣ ≤ ‖F‖‖fr‖∗ ≤ ‖F‖‖f‖∗,

and so
‖gr‖H1 ≤ M‖F‖.

Since r is arbitary, we must have g ∈ H1 and ‖g‖H1 ≤ M‖F‖. This completes the
proof of the theorem. ��
Theorem 5.18. The Cauchy-Szegö projection maps the space C(Sn) boundedly onto
VMOA .

Proof. It is clear that the Cauchy transform C maps every function of the form
zmzl to a monomial, which belongs to VMOA. By Theorem 5.15 and the Stone-
Weierstrass approximation theorem, C maps C(Sn) boundedly into VMOA.

To show that the Cauchy transform C maps C(Sn) onto VMOA, we fix a unit
vector f in VMOA and use Theorem 5.15 to find a function g ∈ L∞(Sn) such that
f = C(g) and ‖g‖∞ ≤ M , where M is a positive constant independent of f . We
extend the function g to Bn using the Poisson transform and still use g to denote
the resulting extension. A use of Fubini’s theorem shows that fr = C(gr) for each
0 < r < 1. It is clear that ‖gr‖∞ ≤ ‖g‖∞ ≤ M .

Since f is in VMOA, there exists some r ∈ (0, 1) such that

‖f − fr‖BMO <
1
2
.

We then have the representation

f = f1 + h(1),

where f1 = fr = C(gr) with gr ∈ C(Sn) and h(1) = f − fr satisfies ‖h(1)‖BMO <
1/2.

Choose a function g(1) ∈ L∞(Sn) such that h(1) = C(g(1)) and ‖g(1)‖∞ ≤
M/2, where M is the same constant from the previous paragraph. Since h(1) is still
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in VMOA, there exists some r ∈ (0, 1) (possibly different from the r in the previous
paragraph) such that

‖h(1) − h(1)
r ‖BMO <

1
4
.

We then have the representation

f = f1 + f2 + h(2),

where f2 = h
(1)
r = C(g(1)

r ) with g
(1)
r ∈ C(Sn) and h(2) = h(1) − h

(1)
r satisfies

‖h(2)‖BMO < 1/4.
Continuing the above process infinitely, we obtain

f = C(g1) + C(g2) + · · · + C(gn) + · · · ,
where the convergence is in BMO norm, each gn belongs to C(Sn), and

‖gn‖∞ ≤ M

2n−1
.

Let
G = g1 + g2 + · · · + gn + · · · ,

then G ∈ C(Sn) and f = C(G). This completes the proof of the theorem. ��
Theorem 5.19. Suppose f is holomorphic in Bn. Then the following conditions are
equivalent:

(a) f belongs to VMOA .

(b) The measure (1 − |z|2)|∇f(z)|2 dv(z) is a vanishing Carleson measure.

(c) The measure (1 − |z|2)|Rf(z)|2 dv(z) is a vanishing Carleson measure.

Proof. If f is in VMOA, then by Theorem 5.12, the measure

(1 − |z|2)−1|∇̃f(z)|2 dv(z)

is a vanishing Carleson measure. According to Lemma 2.14,

(1 − |z|2)|∇f(z)|2 ≤ (1 − |z|2)−1|∇̃f(z)|2,
it is then clear that (a) implies (b). It also follows from Lemma 2.14 that (b) implies
(c).

It follows from the open mapping theorem that the Garsia norm ‖f‖G on BMOA
is comparable to the Carleson norm ‖f‖c defined by

‖f‖2
c = sup

{∫
Bn

|g(z)|2 dµf (z) :
∫

Sn

|g|2 dσ = 1
}

,

where
dµf (z) = (1 − |z|2)|Rf(z)|2 dv(z).

If condition (c) holds, then f can be approximated by fr in the norm ‖ ‖c, and so f
can be approximated by fr in the BMOA norm. This shows that (c) implies (a). ��
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The next result is the limit case of Theorem 4.39 when p → ∞. The definitions
of the operators Rk and Ek are given immediately prior to Theorem 4.39.

Theorem 5.20. Suppose 1 ≤ k < n. Then the operator Rk maps BMOA and VMOA
of Bn onto the Bloch space and the little Bloch space of Bk, respectively.

Proof. If f ∈ BMOA(Bn), then there exists a function g ∈ L∞(Sn) such that

f(z) =
∫

Sn

g(ζ) dσ(ζ)
(1 − 〈z, ζ〉)n

, z ∈ Bn.

Write z = (z′, z′′) and ζ = (ζ′, ζ′′) with z′ and ζ′ in Ck. Then

(Rkf)(z1, · · · , zk) = f(z′, 0) =
∫

Sn

g(ζ) dσ(ζ)
(1 − 〈z′, ζ′〉)n

.

Applying (1.15), we have

(Rkf)(z1, · · · , zk) =
∫

Bk

(1 − |w|2)n−k−1 h(w) dvk(w)
(1 − 〈z′, w〉)n

,

where

h(w) =
(

n − 1
k

)∫
Sn−k

g(w,
√

1 − |w|2 η) dσn−k(η)

is a bounded function on Bk. According to part (d) of Theorem 3.4, the function Rkf
belongs to the Bloch space of Bk.

A similar argument shows that Rk maps VMOA(Bn) boundedly onto the little
Bloch space of Bk. ��

We also have the following limit case of Corollary 4.40.

Theorem 5.21. For each 1 ≤ k < n the operator Ek maps the Bloch space and the
little Bloch space of Bk into BMOA and VMOA of Bn, respectively.

Proof. Let f be a function in the Bloch space of Bk. Then there exists a function
g ∈ L∞(Bk) such that

f(z′) =
(

n − 1
k

)∫
Bk

(1 − |w|2)n−k−1g(w) dvk(w)
(1 − 〈z′, w〉)n

.

Here again we write z = (z′, z′′) for z ∈ Bn with z′ ∈ Bk. Define a function h
(almost everywhere) on Sn by

h(ζ′, ζ′′) = g(ζ′), ζ = (ζ′, ζ′′) ∈ Sn.

Then by (1.15),
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Sn

h(ζ) dσ(ζ)
(1 − 〈z, ζ〉)n

=
(

n − 1
k

)∫
Bk

(1 − |w|2)n−k−1 g(w) dvk(w) ·

·
∫

Sn−k

dσn−k(η)
(1 − 〈z′, w〉 − 〈z′′,√1 − |w|2 η〉)n

=
(

n − 1
k

)∫
Bk

(1 − |w|2)n−k−1

(1 − 〈z′, w〉)n
g(w) dvk(w)

= f(z′) = (Ekf)(z).

According to Theorem 5.15, we have Ekf ∈ BMOA(Bn). A similar argument
shows that Ek maps the little Bloch space of Bk boundedly into VMOA of Bn. ��

5.5 BMO in the Bergman Metric

Recall that
D(a, r) = {z ∈ Bn : β(z, a) < r}, a ∈ Bn,

where β is the Bergman metric. For a function f in L1(Bn, dvα) we define

fα,E =
1

vα(E)

∫
E

f(z) dvα(z), (5.14)

where α > −1 and E is any Lebesgue measurable set in Bn. Two kinds of sets E
will be of interest to us in this section, namely, Bergman metric balls and Carleson
tubes. Our goal is to show that holomorphic functions in Bn that are of bounded mean
oscillation with respect to the Bergman metric balls or Carleson tubes are exactly the
Bloch functions.

Theorem 5.22. Suppose r > 0, α > −1, p ≥ 1, and f is holomorphic in Bn. Then
the following conditions are equivalent:

(a) f ∈ B.
(b) There exists a constant C > 0 such that

1
vα(D(a, r))

∫
D(a,r)

|f(z) − f(a)|p dvα(z) ≤ C

for all a ∈ Bn.
(c) There exists a constant C > 0 such that

1
vα(D(a, r))

∫
D(a,r)

∣∣f(z) − fα,D(a,r)

∣∣p dvα(z) ≤ C

for all a ∈ Bn.
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(d) There exists a constant C > 0 with the property that for every a ∈ Bn there is a
complex number ca such that

1
vα(D(a, r))

∫
D(a,r)

|f(z) − ca|p dvα(z) ≤ C.

Proof. Assume that f ∈ B. By Corollary 3.8 there exists a constant C1 > 0 such
that ∫

Bn

|f(z)− f(a)|p (1 − |a|2)n+1+α

|1 − 〈a, z〉|2(n+1+α)
dvα(z) ≤ C1

for all a ∈ Bn. In particular,∫
D(a,r)

|f(z) − f(a)|p (1 − |a|2)n+1+α

|1 − 〈z, a〉|2(n+1+α)
dvα(z) ≤ C1

for all a ∈ Bn. By Lemma 2.20,∫
D(a,r)

|f(z) − f(a)|p dvα(z)
(1 − |a|2)n+1+α

≤ C2

for all a ∈ Bn, where C2 is another positive constant. Since

vα((D(a, r)) ∼ (1 − |a|2)n+1+α

by Lemma 1.24, we have

1
vα(D(a, r))

∫
D(a,r)

|f(z) − f(a)|p dvα(z) ≤ C3

for all a ∈ Bn, where C3 is another positive constant. This proves that (a) implies
(b).

To prove (b) implies (c), write

f(z) − fα,D(a,r) = f(z) − f(a) − (fα,D(a,r) − f(a))

and observe that

fα,D(a,r) − f(a) =
1

vα(D(a, r))

∫
D(a,r)

(f(z) − f(a)) dvα(z).

The desired estimate then follows from the triangle inequality and Hölder’s inequal-
ity.

That (c) implies (d) is trivial.
It remains to show that (d) implies (a). An examination of the proof of Lemma 2.4

reveals that there exists a constant C4 > 0 such that

|∇g(0)|p ≤ C4

∫
D(0,r)

|g(z)|p dvα(z)
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for all holomorphic functions g in Bn. For any a ∈ Bn we replace g by f ◦ ϕa − ca.
Then

|∇̃f(a)|p ≤ C4

∫
D(0,r)

|f ◦ ϕa(z) − ca|p dvα(z).

Make an obvious change of variables according to Proposition 1.13 and then apply
Lemmas 2.20 and 1.24. We obtain

|∇̃f(a)|p ≤ C5

vα(D(a, r))

∫
D(a,r)

|f(z) − ca|p dvα(z)

for all a ∈ Bn, where C5 is a new positive constant. This completes the proof of the
theorem. ��

Since the first condition above is independent of p and α, it follows that the
other three conditions are actually independent of p and α as well. However, if we
allow non-holomorphic functions, then these conditions become dependent on the
parameters p and α; see [131]. Also note that the assumption p ≥ 1 was only used in
the proof that (b) implies (c).

We shall also show that the Bloch space can be characterized by the boundedness
of mean oscillation with respect to Carleson tubes

Qr(ζ) = {z ∈ Bn : d(z, ζ) < r}, r > 0, ζ ∈ Sn,

where
d(z, w) = |1 − 〈z, w〉|1/2, z, w ∈ Bn.

First we show that a Carleson tube behaves much like a Bergman metric ball. To this
end, we introduce the Euclidean tube

Q(ζ, r) × (s, 1) = {z ∈ Bn : s < |z| < 1, z/|z| ∈ Q(ζ, r)} (5.15)

for any ζ ∈ Sn, 0 < r <
√

2, and 0 < s < 1.

Lemma 5.23. Suppose 0 < r < 1 and R > 0. There exists a constant σ ∈ (0, 1)
(depending on R but not on r) such that

D(a, R) ⊂ Qr(ζ) ⊂ Q(ζ, r′) × (1 − r2, 1)

for all ζ ∈ Sn, where

a = (1 − σr2)ζ, r′ =

√
2r2

1 − r2
.

Proof. First assume that ζ ∈ Sn and z ∈ Qr(ζ). Then z 
= 0 and we can write
z = |z|η for some η ∈ Sn. Since

1 − 〈z, ζ〉 = 1 − |z| + |z|(1 − 〈η, ζ〉),
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an application of the triangle inequality gives

|z||1 − 〈η, ζ〉| < r2 + (1 − |z|).
On the other hand,

r2 > |1 − 〈z, ζ〉| ≥ 1 − |z|.
Therefore, 1 − r2 < |z| < 1 and

|1 − 〈η, ζ〉| <
r2 + (1 − |z|)

|z| <
2r2

1 − r2
.

This shows that
Qr(ζ) ⊂ Q(ζ, r′) × (1 − r2, 1).

Next assume that ζ ∈ Sn and a = (1 − σr2)ζ, where σ ∈ (0, 1) is a constant to
be specified later. If z ∈ D(a, R), then z = ϕa(w) for some w with |w| < R′, where
R′ = tanh(R) ∈ (0, 1). It follows that

1 − 〈z, ζ〉 = 1 −
〈

ϕa(w),
a

1 − σr2

〉
=

1 − 〈ϕa(w), a〉 − σr2

1 − σr2
.

Since (see Lemma 1.3)

1 − 〈ϕa(w), a〉 =
1 − |a|2

1 − 〈w, a〉 , 1 − |a| = σr2,

we obtain

1 − 〈z, ζ〉 =
σr2

1 − σr2

[
1 + |a|

1 − 〈w, a〉 − 1
]

.

If we choose σ ∈ (0, 1) so that

σ

1 − σr2

∣∣∣∣ 1 + |a|
|1 − 〈w, a〉| − 1

∣∣∣∣ < 1

for all |w| < R′, then D(a, R) ⊂ Qr(ζ). ��
Corollary 5.24. For any α > −1 there exist positive constants c and C such that

cr2(n+1+α) ≤ vα(Qr(ζ)) ≤ Cr2(n+1+α)

for all ζ ∈ Sn and 0 ≤ r ≤ √
2.

Proof. With notation from the lemma above, we have

vα(D(a, R)) ∼ (1 − |a|2)n+1+α ∼ r2(n+1+α)

as r → 0+. Also, it follows from polar coordinates and Lemma 4.6 that

vα

(
Q(ζ, r′) × (1 − r2, 1)

) ∼ r2(n+1+α)

as r → 0+. The desired result is obvious for r not near 0. ��
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Theorem 5.25. Suppose α > −1, p ≥ 1, and f is holomorphic in Bn. Then the
following conditions are equivalent:

(a) f ∈ B.
(b) There exists a constant C > 0 with the property that for each r > 0 and ζ ∈ Sn

there is a number c such that

1
vα(Qr(ζ))

∫
Qr(ζ)

|f − c|p dvα ≤ C.

(c) There exists a constant C > 0 such that

1
vα(Qr(ζ))

∫
Qr(ζ)

|f − fα,Qr(ζ)|p dvα ≤ C

for all r > 0 and all ζ ∈ Sn.

Proof. It is obvious that (c) implies (b). That (b) implies (c) follows from writing

f − fα,Qr(ζ) = f − c − 1
vα(Qr(ζ))

∫
Qr(ζ)

(f − c) dvα

and applying the triangle and Hölder’s inequalities.
To show that (a) implies (b), we fix ζ ∈ Sn, and without loss of generality,

assume 0 < r < 1. Define a point a ∈ Bn as in Lemma 5.23 so that 1 − |a|2 ∼ r2

and
D(a, R) ⊂ Qr(ζ),

where R = 1. Condition (a) implies that∫
Bn

|f(z) − f(a)|p (1 − |a|2)n+1+α

|1 − 〈z, a〉|2(n+1+α)
dvα(z) ≤ M,

where M > 0 is a constant independent of a. In particular,∫
Qr(ζ)

|f(z) − f(a)|p (1 − |a|2)n+1+α

|1 − 〈z, a〉|2(n+1+α)
dvα(z) ≤ M.

For z ∈ Qr(ζ), we have

|1 − 〈z, a〉| =
∣∣1 − |a|〈z, ζ〉∣∣

=
∣∣1 − |a| + |a|(1 − 〈z, ζ〉)∣∣

≤ (1 − |a|) + |a||1 − 〈z, ζ〉|
≤ σr2 + |a|r2.

By Corollary 5.24, there exists another constant M ′ > 0 (independent of r and ζ)
such that
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1
vα(Qr(ζ))

∫
Qr(ζ)

|f(z) − f(a)|p dvα(z) ≤ M ′

for all ζ ∈ Sn and 0 < r <
√

2.
It remains for us to prove (c) implies (a). So we fix ζ ∈ Sn and 0 < r < 1,

and define a ∈ Bn according to Lemma 5.23. By condition (c), Lemma 5.23, and
Corollary 5.24, there exists a constant C > 0 such that

1
vα(D(a, R))

∫
D(a,R)

|f(z) − c|p dvα(z) ≤ C,

where c = fα,Qr(ζ). This easily implies that f ∈ B. The proof of the theorem is now
complete. ��

5.6 Atomic Decomposition

In this section we prove a decomposition theorem for the space BMOA. The de-
composition and its proof are based on the Bergman kernel and related reproducing
formulas.

Fix a parameter b > n and fix a sequence {ak} satisfying the conditions in
Theorem 2.23. The sequence {ak} induces a partition {Dk} of Bn. We also need the
more dense sequence {akj} and the associated finer partition {Dkj} of Bn described
in the preceding paragraphs of Lemma 2.29. Recall from Sections 2.5 and 3.6 that

Tf(z) =
∫

Bn

(1 − |w|2)b−n−1

|1 − 〈z, w〉|b f(w) dv(w),

and

Sf(z) =
∞∑

k=1

J∑
j=1

vα(Dkj)f(akj)
(1 − 〈z, akj〉)b

,

where α = b − (n + 1).
For any t > −1 let QCM t denote the space of Lebesgue measurable functions

f in Bn for which
dµf (z) = |f(z)|2(1 − |z|2)t dv(z)

is a Carleson measure. It is easy to check that QCM t becomes a Banach space when
equipped with the norm ‖ ‖t defined by

‖f‖2
t = sup

{
µf (Qs(ζ))

s2n
: ζ ∈ Sn, 0 < s ≤ 1

}
. (5.16)

Theorem 5.26. Suppose t and b satisfy

0 < t + 1 < 2(b − n). (5.17)

Then the operator T is bounded on QCM t.
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Proof. Suppose f ∈ QCM t and we must show that g = Tf is also in QCM t.
Without loss of generality we may assume that f ≥ 0.

Fix a Carleson tube Q = Qs(ζ) and split f as f = f1 + f2, where f1 = f on
Q3s(ζ) and f1 = 0 off Q3s(ζ). We then have g = g1 + g2, where gk = Tfk for
k = 1, 2.

By Theorem 2.10, the assumptions in (5.17) tell us that the operator T is bounded
on L2(Bn, dvt), so there exists a constant C1 > 0 such that∫

Q

|g1(z)|2(1 − |z|2)t dv(z) ≤
∫

Bn

|g1(z)|2(1 − |z|2)t dv(z)

≤ C1

∫
Bn

|f1(z)|2(1 − |z|2)t dv(z)

= C1

∫
Q3s(ζ)

|f(z)|2(1 − |z|2)t dv(z).

Since f is in QCM t, there exists a constant C2 > 0, independent of Q, such that∫
Q

|g1(z)|2(1 − |z|2)t dv(z) ≤ C2s
2n.

To estimate g2, we consider the function h defined by

h(z) =
1

v(D(z))

∫
D(z)

f2(w) dv(w), z ∈ Bn,

where D(z) = D(z, δ) is the Bergman metric ball about z with radius δ. Here δ is a
positive constant so small that

D(z) ⊂ Q3s(ζ) whenever z ∈ Q2s(ζ). (5.18)

To see that this is possible, choose δ so that

2
√

tanh δ < 5s2.

Then z ∈ Q2s(ζ) and w ∈ D(z, δ) imply that

|1 − 〈w, ζ〉| ≤ |1 − 〈z, ζ〉| + |〈z − w, ζ〉| < 4s2 + |z − w|.
Write w = ϕz(u) with |u| < tanh δ and use an identity from the proof of
Lemma 3.3. We obtain

|z − w|2 = |z − ϕz(u)|2 =
(1 − |z|2)(|u|2 − |〈u, z〉|2)

|1 − 〈z, u〉|2

≤ (1 + |z|)(1 − |z|)(|u| − |〈u, z〉|)(|u| + |〈u, z〉|)
(1 − |〈z, u〉|)2

≤ 2(1 − |z|)(1 − |〈u, z〉|)(2|u|)
(1 − |z|)(1 − |〈z, u〉|)

= 4|u|.
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Therefore,
|1 − 〈w, ζ〉| < 4s2 + 2

√
tanh δ < 9s2.

This shows that D(z) ⊂ Q3s(ζ) whenever z ∈ Q2s(ζ).
By Hölder’s inequality,

|h(z)|2 ≤ 1
v(D(z))

∫
D(z)

|f2(w)|2 dv(w).

Since v(D(z)) ∼ (1 − |z|2)n+1 and 1 − |w|2 ∼ 1 − |z|2 for w ∈ D(z), we can find
a constant C3 > 0 such that

|h(z)|2 ≤ C3

(1 − |z|2)n+1+t

∫
D(z)

|f(w)|2(1 − |w|2)t dv(w)

for all z ∈ Bn. Since f is in QCM t, an application of Lemma 5.23 produces another
constant C4 > 0 such that

|h(z)|2 ≤ C4(1 − |z|2)n

(1 − |z|2)n+1+t
= C4(1 − |z|2)−1−t

for all z ∈ Bn. Also, it follows from (5.18) that h(z) = 0 for all z ∈ Q2s(ζ).
If z ∈ Q, then

|Th(z)| ≤
√

C4

∫
Bn−Q2s(ζ)

(1 − |w|2)b−(n+1)− 1
2− t

2

|1 − 〈z, w〉|b dv(w).

Write
b = ε + (b − ε),

where ε > 0 is small enough so that

b − (n + 1) − t + 1
2

− ε > −1,
t + 1

2
> ε.

Estimating |1 − 〈z, w〉|ε by the triangle inequality

|1 − 〈z, w〉| 12 = d(z, w) ≥ d(ζ, w) − d(ζ, z) ≥ 2s − s = s,

we obtain a constant C5 > 0 such that

|Th(z)| ≤ C5

s2ε

∫
Bn

(1 − |w|2)b−(n+1)− 1
2− t

2

|1 − 〈z, w〉|b−ε
dv(w)

for z ∈ Q. Appealing to Theorem 1.12, we get another constant C6 > 0 such that

|Th(z)| ≤ C6s
−2ε(1 − |z|2)ε− t+1

2

for all z ∈ Q. It follows that



188 5 Functions of Bounded Mean Oscillation∫
Q

|Th(z)|2(1 − |z|2)t dv(z) ≤ C2
6s−4ε

∫
Q

(1 − |z|2)2ε−1 dv(z).

The last integral is easily seen to be dominated by s2n+4ε. Therefore,∫
Q

|Th(z)|2(1 − |z|2)t dv(z) ≤ C7s
2n,

where C7 is a positive constant independent of Q.
It remains to show that g2 = Tf2 is dominated by Th. To this end, we use

Fubini’s theorem. First notice that v(D(w)) is comparable to (1−|w|2)n+1, so there
exists a constant δ1 > 0 such that

Th(z) ≥ δ1

∫
Bn

(1 − |w|2)b−2(n+1) dv(w)
|1 − 〈z, w〉|b

∫
Bn

f2(u)χD(w)(u) dv(u).

Since
χD(w)(u) = χD(u)(w),

a use of Fubini’s theorem gives

Th(z) ≥ δ1

∫
Bn

f2(u) dv(u)
∫

D(u)

(1 − |w|2)b−2(n+1) dv(w)
|1 − 〈z, w〉|b .

By Lemmas 2.24 and 1.24, the inner integral above dominates

(1 − |u|2)b−(n+1)

|1 − 〈z, u〉|b .

We conclude that there exists a constant δ2 > 0 such that

Th(z) ≥ δ2

∫
Bn

(1 − |u|2)b−(n+1)

|1 − 〈z, u〉|b f2(u) dv(u) = δ2Tf2(z).

This completes the proof of the theorem. ��
For a ∈ Bn we use δa to denote the unit point-mass at the point a.

Lemma 5.27. Suppose R > 0 and {ak} is any sequence in Bn. Then the measure

dµ =
∑

k

|ck|2(1 − |ak|2)nδak

is Carleson if and only if the measure

dλ(z) =
∑

k

|ck|2
(1 − |ak|2)2 (1 − |z|2)χk(z) dv(z)

is Carleson, where χk is the characteristic function of the Bergman ball D(ak, R).
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Proof. For any a ∈ Bn we have∫
Bn

(1 − |a|2)n dλ(z)
|1 − 〈a, z〉|2n

=
∑

k

|ck|2
(1 − |ak|2)2

∫
D(ak,R)

(1 − |a|2)n(1 − |z|2) dv(z)
|1 − 〈a, z〉|2n

.

It follows from Lemma 2.20 that

1 − |z|2 ∼ 1 − |ak|2 (k → ∞)

for z ∈ D(ak, R), and it follows from (2.20) that

|1 − 〈a, z〉| ∼ |1 − 〈a, ak〉| (k → ∞)

uniformly in a for z ∈ D(ak, R). Therefore,∫
Bn

(1 − |a|2)n

|1 − 〈a, z〉|2n
dλ(z) ∼

∑
k

|ck|2
1 − |ak|2

(1 − |a|2)n

|1 − 〈a, ak〉|2n
v(D(ak, R)).

Since
v(D(ak, R)) ∼ (1 − |ak|2)n+1

as k → ∞ (see Lemma 1.24), we conclude that∫
Bn

(1 − |a|2)n

|1 − 〈a, z〉|2n
dλ(z) ∼

∑
k

|ck|2(1 − |ak|2)n (1 − |a|2)n

|1 − 〈a, ak〉|2n

=
∫

Bn

(1 − |a|2)n

|1 − 〈a, z〉|2n
dµ(z).

According to Theorem 5.4, µ is a Carleson measure if and only if λ is a Carleson
measure. ��
Lemma 5.28. Let {ak} be a sequence satisfying the conditions in Theorem 2.23. If
a sequence {ck} has the property that∑

k

|ck|2(1 − |ak|2)nδak

is a Carleson measure, then the function

f(z) =
∑

k

ck

(
1 − |ak|2

1 − 〈z, ak〉
)b

(5.19)

belongs to BMOA whenever b > n.

Proof. For each k let Ek = D(ak, r/4) denote the Bergman metric ball about ak

with radius r/4. Consider the function
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h(z) =
∞∑

k=1

|ck|χk(z)
1 − |ak|2 ,

where χk is the characteristic function of the set Ek. Since the sets Ek are disjoint,
the measure

dµ = |h(z)|2(1 − |z|2) dv(z)

can be written as

dµ =
∞∑

k=1

|ck|2
(1 − |ak|2)2 (1 − |z|2)χk(z) dv(z).

It follows from Lemma 5.27 and the assumption on {ck} that µ is a Carleson mea-
sure, that is, h belongs to QCM1.

Let T be the operator defined using the parameter b + 1. Then T is bounded on
QCM1 by Theorem 5.26. In particular, the function Th is in QCM1.

Next consider

Th(z) =
∑

k

|ck|
1 − |ak|2

∫
Ek

(1 − |w|2)b−n

|1 − 〈z, w〉|b+1
dv(w).

Since 1 − |w|2 ∼ 1 − |ak|2 for w ∈ Ek and v(Ek) ∼ (1 − |ak|2)n+1, there exists a
constant δ1 > 0 such that

Th(z) ≥ δ1

∑
k

|ck|(1 − |ak|2)b 1
v(Ek)

∫
Ek

dv(w)
|1 − 〈z, w〉|b+1

.

By Lemma 2.24, there exists a constant δ2 > 0 such that

Th(z) ≥ δ2

∑
k

|ck|(1 − |ak|2)b 1
|1 − 〈z, ak〉|b+1

.

Since

Rf(z) = b
∑

k

ck
〈z, ak〉(1 − |ak|2)b

(1 − 〈z, ak〉)b+1
,

we have

Th(z) ≥ δ2

∑
k

|ck| (1 − |ak|2)b

|1 − 〈z, ak〉|b+1
≥ δ2

b
|Rf(z)|.

Since Th is in QCM1, the measure

|Rf(z)|2(1 − |z|2) dv(z)

is Carleson, which, according to Theorem 5.14, shows that f is in BMOA . ��
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Note that Lemma 5.28 remains true if we replace {ak} by the more dense se-
quence {akj}. In fact, if the measure

∞∑
k=1

J∑
j=1

|ckj |2(1 − |akj |2)nδakj

is Carleson, then by Lemma 5.27, the measure

∞∑
k=1

J∑
j=1

|ckj |2
(1 − |akj |2)2 (1 − |z|2)χD(akj ,2r)(z) dv(z)

is Carleson. Since 1 − |akj |2 is comparable to 1 − |ak|2 and D(akj , 2r) contains
D(ak, r), we see that the measure

∞∑
k=1

|dk|2
(1 − |ak|2)2 (1 − |z|2)χD(ak,r)(z) dv(z)

is Carleson, where |dk|2 = |ck1|2 + · · ·+ |ckJ |2. By Lemma 5.27 again, the measure

∞∑
k=1

|dk|2(1 − |ak|2)nδak

is Carleson. Now if

f(z) =
∞∑

k=1

J∑
j=1

ckj

(
1 − |akj |2

1 − 〈z, akj〉
)b

,

then an application (2.20) shows that

|Rf(z)| ≤ C
∞∑

k=1

⎛⎝ J∑
j=1

|ckj |
⎞⎠ (1 − |ak|2)b

|1 − 〈z, ak〉|b+1
.

Since ⎛⎝ J∑
j=1

|ckj |
⎞⎠2

≤ J |dk|2,

the desired estimate now follows from the proof of Lemma 5.28.
We can now prove the main result of this section.

Theorem 5.29. For any b > n there exists a sequence {ak} in Bn such that the space
BMOA consists exactly of functions of the form

f(z) =
∑

k

ck

(
1 − |ak|2

1 − 〈z, ak〉
)b

, (5.20)
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where the sequence {ck} has the property that∑
k

|ck|2(1 − |ak|2)nδak

is a Carleson measure, and the series in (5.20) converges to f in the weak-star topol-
ogy of BMOA .

Proof. By Lemma 5.28 and the remark following it, every function f defined by
(5.20) is in BMOA , as long as {ak} satisfies the conditions of Theorem 2.23, or
when {ak} is replaced by the more dense sequence {akj}.

To show that every function in BMOA admits an atomic representation, we let

X = QCM1 ∩ H(Bn),

let S and T be the operators on X defined with the parameter b + 1, and let the
separation constants r for {ak} and η for {akj} be chosen so that the constant c =
Cσ from Lemma 3.22 satisfies c‖T ‖ < 1. By Lemma 3.22, the operator I − S is
bounded on X , and its norm on X satisfies ‖I − S‖ < 1, where I is the identity
operator. In particular, S is invertible on X .

Fix f in BMOA and let g = Rα,1f , where α = b − (n + 1). Since Rα,1 is a
linear partial differential operator of order 1 (see Proposition 1.15), it follows from
Theorem 5.14 that g ∈ X . Since S is invertible on X , there exists a function h ∈ X
such that g = Sh. Thus g admits the representation

g(z) =
∑
kj

vβ(Dkj)h(akj)
(1 − 〈z, akj〉)b+1

,

where
β = (b + 1) − (n + 1) = b − n.

Applying the inverse of Rα,1 to both sides, we obtain

f(z) =
∑
kj

vβ(Dkj)h(akj)
(1 − 〈z, akj〉)b

.

Let

ckj =
vβ(Dkj)h(akj)
(1 − |akj |2)b

, k ≥ 1, 1 ≤ j ≤ J.

Then

f(z) =
∑
kj

ckj

(
1 − |akj |2

1 − 〈z, akj〉
)b

.

It remains for us to show that the measure∑
kj

|ckj |2(1 − |akj |2)nδakj
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is Carleson. Since

vβ(Dkj) ≤ vβ(Dk) ∼ (1 − |ak|2)n+1+β = (1 − |ak|2)b+1 ∼ (1 − |akj |2)b+1,

it suffices for us to show that the measure

dµ =
∑
kj

(1 − |ak|2)n+2|h(akj)|2 δakj

is Carleson.
For any F ∈ H2, we have∫

Bn

|F (z)|2 dµ(z) =
∑
kj

(1 − |ak|2)n+2|h(akj)|2|F (akj)|2.

We use Lemma 2.24 to find a constant C1 > 0 such that

|h(akj)F (akj)|2 ≤ C1

v(D(akj , r))

∫
D(akj ,r)

|h(z)|2|F (z)|2 dv(z)

for all k and j. We have

v(D(akj , r)) ∼ (1 − |akj |2)n+1 ∼ (1 − |ak|2)n+1,

and
1 − |ak|2 ∼ 1 − |z|2, z ∈ D(ak, R),

and D(akj , r) ⊂ D(ak, 2r). So we can find another constant C2 > 0 such that∫
Bn

|F (z)|2 dµ(z) ≤ C2

∑
k

∫
D(ak,2r)

|F (z)|2|h(z)|2(1 − |z|2) dv(z)

≤ C2N

∫
Bn

|F (z)|2|h(z)|2(1 − |z|2) dv(z)

≤ C3

∫
Sn

|F (ζ)|2 dσ(ζ).

The last inequality is based on Theorem 5.9 and the assumption that

|h(z)|2(1 − |z|2) dv(z)

is Carleson. Using Theorem 5.9 one more time, we conclude that the measure µ is
Carleson. This completes the proof of the theorem. ��

Using vanishing Carleson measures and the little oh version of the space X in
the proof of the preceding theorem, we can also prove the following atomic decom-
position for functions in VMOA . We leave the details to the interested reader.
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Theorem 5.30. For any b > n there exists a sequence {ak} in Bn such that VMOA
consists exactly of functions of the form

f(z) =
∞∑

k=1

ck
(1 − |ak|2)b

(1 − 〈z, ak〉)b
,

where {ck} has the property that the measure

∞∑
k=1

|ck|2(1 − |ak|2)nδak

is a vanishing Carleson measure.

Notes

The papers [35] and [36] of Fefferman and Stein are the original references for the
theory of BMO. These papers discuss BMO in the context of R

n. However, their
ideas and techniques are readily applicable in the setting of the unit ball. In particular,
Garnett’s book [42] spells out the details for the open unit disk.

The proofs of Theorems 5.7, 5.8, and 5.9 are adapted from Hörmander’s paper
[54]. The key to all these results is the covering Lemma 5.6.

Sarason’s paper [96] is probably the first one to study the space VMO systemat-
ically. In most situations, theorems concerning VMO are simply the little oh version
of the corresponding results for BMO.

Duality between BMOA and H1 is one of the highlights in the theory of BMO.
The approach in Garnett’s book does not work in higher dimensional cases, because
the one-dimensional inner-outer factorization is used at a critical step. Our approach
here includes a new ingredient, the use of Theorem 4.22.

The theory of BMO and VMO in the Bergman metric was first introduced in
[121] in the case of the open unit disk and then fully developed in [19] in the context
of bounded symmetric domains, of which the open unit ball is a special case.

There are several types of decomposition theorems for BMO. Theorem 5.29,
based on Bergman type kernels, is due to Rochberg and Semmes [91].

Exercises

5.1. Show that the Cauchy transform maps BMO boundedly onto BMOA, and VMO
boundedly onto VMOA. Here, BMO and VMO are subspaces of L2(Sn, dσ) con-
sisting of functions with bounded and vanishing mean oscillations, respectively.

5.2. Show that there exists a constant C > 0 such that∫
Bn

|f(z)||z|−2n log
1
|z| dv(z) ≤ C

∫
Bn

|f(z)|(1 − |z|2) dv(z)

for all holomorphic functions f in Bn with f(0) = 0.
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5.3. Show that the Green function G(z) for the invariant Laplacian satisfies the fol-
lowing estimates:

G(z) ≥ n + 1
4n2

(1 − |z|2)n, z ∈ Bn − {0},
and

G(z) ≤ 16n(1 − |z|2)n,
1
4

< |z| < 1.

5.4. Show that the function z �→ log(1 − 〈z, ζ〉) is in BMOA for any ζ ∈ Sn.

5.5. Show that VMOA contains the ball algebra.

5.6. Suppose f is holomorphic in Bn and f(0) = 0. Show that the measure

|f(z)|(1 − |z|2) dv(z)

is Carleson if and only if the measure

|f(z)||z|−2n log
1
|z| dv(z)

is Carleson.

5.7. If F : Bn → D is Lipschitz, that is,

|F (z) − F (w)| ≤ C|z − w|, z, w ∈ Bn,

then f ◦F belongs to BMOA of Bn whenever f is in the Bloch space of the unit disk
D. See [4].

5.8. Characterize the pointwise multipliers of BMOA and VMOA. See [103].

5.9. Develop the analagous theory for VMOA in the Bergman metric.

5.10. Suppose f ∈ BMOA and a = (a1, · · · , an) ∈ Bn. Show that there exist
functions fk ∈ BMOA, 1 ≤ k ≤ n, such that

f(z) − f(a) =
n∑

k=1

(zk − ak)fk(z), z ∈ Bn.

Do the same for VMOA.

5.11. Suppose p ≥ 1, α > −1, and r > 0. Define BMO∂(p, α, r) to be the space of
functions f ∈ Lp(Bn, dvα) such that

sup
z∈Bn

1
vα(D(z, r))

∫
D(z,r)

|f(w) − c|p dvα(w) < ∞,

where

c =
1

vα(D(z, r))

∫
D(z,r)

f(u) dvα(u).

Show that the space BMO∂(p, α, r) is independent of r. Therefore, we can write
BMO∂(p, α) for BMO∂(p, α, r). For this and the next three problems, see [131].
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5.12. Show that BMO∂(p, α) consists exactly of functions f satisfying

sup
ζ∈Sn,r>0

1
vα(Qr(ζ))

∫
Qr(ζ)

|f(w) − c|p dvα(w) < ∞,

where

c =
1

vα(Qr(ζ))

∫
Qr(ζ)

f(w) dvα(w).

5.13. For α > −1 and f ∈ L1(Bn, dvα) define

Bαf(z) = (1 − |z|2)n+1+α

∫
Bn

f(w) dvα(w)
|1 − 〈z, w〉|2(n+1+α)

, z ∈ Bn.

This is a weighted version of the Berezin transform. If f ∈ BMO∂(p, α), show that
there exists a constant C > 0 such that

|Bαf(z)− Bαf(w)| ≤ Cβ(z, w)

for all z and w in Bn.

5.14. Show that a function f in Bn belongs to BMO∂(p, α) if and only if f = f1+f2,
where f1 satisfies

sup
a∈Bn

∫
Bn

|f ◦ ϕa(z)|p dvα(w) < ∞,

and f2 satisfies

sup
{ |f2(z) − f2(w)|

β(z, w)
: z, w ∈ Bn, z 
= w

}
< ∞.

5.15. Show that there exists a function f in VMOA such that f cannot be approxi-
mated by its Taylor polynomials in the norm topology of BMOA.

5.16. Show that QCM t is a Banach space when equipped with the norm given in
(5.16).

5.17. Suppose b > n and t > −1 are parameters such that the operator T is bounded
on QCM t. If M is a positive constant greater than ‖T ‖ (the norm of T on QCM t)
and

T̃ =
(

I − T

M

)−1

,

then for every holomorphic f ∈ QCM t the function

g(z) =
∑

k

T̃ f(ak)χk(z)

belongs to QCM t, where χk is the characteristic function of the Bergman metric
ball D(ak, R) and R is any fixed, sufficiently small radius.



Exercises 197

5.18. For any b > n and R > 0 there exists a positive constant C such that

T kf(z) ≤ C

v(D(z))

∫
D(z)

T kf(w) dv(w)

for all f ≥ 0, k ≥ 1, and all z ∈ Bn. Here D(z) = D(z, R) is the Bergman metric
ball about z with radius R.

5.19. Show that there exist positive constants A and B such that∫
Sn

e|f | dσ ≤ A

for all f in BMOA with ‖f‖BMO ≤ B. This is the John-Nirenberg theorem for the
ball; see [6] and [42].

5.20. If 1 < p < ∞, show that ultra-weak convergence in Hp is the same as weak
convergence, which is also the same as weak-star convergence.

5.21. If p = 1, show that ultra-weak convergence in H1 is the same as weak-star
convergence but different from weak convergence.

5.22. Suppose 0 < p < ∞ and

f(z) =
∞∑

k=1

akznk

is a lacunary series in d. Show that the following conditions are equivalent.

(a) f is in Hp.
(b) f is in BMOA .
(c) f is in VMOA .

See [43] and references there.

5.23. Show that BMOA is not separable.

5.24. Suppose ϕ is in H2. Then the following conditions are equivalent.

(a) f is in BMOA .
(b) There exists a constant C > 0 such that∫

Sn

|C(ϕ f̄)|2 dσ ≤ C

∫
Sn

|f |2 dσ

for all f ∈ H2, where C(f) denotes the Cauchy-Szëgo projection of f .

5.25. Formulate and prove a little oh version of the above problem.
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5.26. Suppose ϕ is in H2. If there exists a constant C > 0 such that∫
Sn

|ϕf − C(ϕ f)|2 dσ ≤ C

∫
Sn

|f |2 dσ

for all f ∈ H2, then ϕ must be in BMOA .

5.27. Formulate and prove a little oh version of the above problem.

5.28. Show that BMOA is contained in Hp for any p > 0.

5.29. Show that a function f ∈ Hp is in BMOA if and only if there exists a constant
C > 0 such that

1
σ(Q)

∫
Q

|f − fQ|p dσ ≤ C

for all d-balls Q in Sn.
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Besov Spaces

In this chapter we study a class of holomorphic Besov spaces, Bp, for 0 < p ≤ ∞.
When p ≥ 1, the space Bp can be equipped with a (semi-)norm that is invariant
under the action of the automorphism group. The space B1 is the minimal Möbius
invariant Banach space. The space B2 plays the role of the Dirichlet space in higher
dimensions. And the space B∞ is just the Bloch space.

For each 0 < p < ∞, the space Bp is the image of the Bergman space Ap
α under

a suitable fractional integral operator. As a consequence, we obtain an atomic de-
composition for functions in Bp. We also discuss complex interpolation and various
duality issues for Bp.

6.1 The Spaces Bp

The Möbius invariant measure dτ plays a prominent role in this chapter. So recall
that

dτ(z) =
dv(z)

(1 − |z|2)n+1
.

The fractional radial differential operators Rα,t and the fractional radial integral op-
erators Rα,t from Section 1.4 will also be used frequently in this chapter.

Theorem 6.1. Suppose 0 < p < ∞ and f is holomorphic in Bn. Then the following
two conditions are equivalent:

(a) The functions

(1 − |z|2)N ∂mf

∂zm
(z), |m| = N,

are in Lp(Bn, dτ) for some positive integer N > n/p.
(b) The functions

(1 − |z|2)N ∂mf

∂zm
(z), |m| = N,

are in Lp(Bn, dτ) for every positive integer N > n/p.
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Proof. It suffices to show that the conditions

(1 − |z|2)|m| ∂
mf

∂zm
(z) ∈ Lp(Bn, dτ), |m| = N, (6.1)

are equivalent to

(1 − |z|2)|m| ∂
mf

∂zm
(z) ∈ Lp(Bn, dτ), |m| = N + 1. (6.2)

Clearly, (6.1) holds if and only if

∂mf

∂zm
∈ Lp(Bn, dvα), |m| = N, (6.3)

where α = Np − (n + 1). By Theorem 2.17, (6.3) holds if and only if

(1 − |z|2)∂mf

∂zm
∈ Lp(Bn, dvα), |m| = N + 1. (6.4)

This is obviously equivalent to (6.2). ��
For any 0 < p < ∞ we now define the Besov space Bp to be the space of

holomorphic functions f in Bn such that the functions

(1 − |z|2)N ∂mf

∂zm
(z), |m| = N,

all belong to Lp(Bn, dτ), where N is any fixed positive integer satisfying pN > n.
According to Theorem 6.1, the definition of Bp is independent of the positive integer
N used.

Proposition 6.2. Suppose 0 < p < ∞. Then Bp is complete with the “norm” defined
by

‖f‖p
p =

∑
|m|≤N−1

∣∣∣∣∂mf

∂zm
(0)
∣∣∣∣p +

∑
|m|=N

∫
Bn

∣∣∣∣(1 − |z|2)N ∂mf

∂zm
(z)
∣∣∣∣p dτ(z),

where N is any positive integer satisfying pN > n. Furthermore, the polynomials
are dense in Bp.

Proof. If {fn} is a Cauchy sequence in Bp, then each of

∂mf

∂zm
(0), |m| ≤ N − 1,

is a numerical Cauchy sequence, and each of

∂mf

∂zm
(z), |m| = N,



6.1 The Spaces Bp 201

is a Cauchy sequence in Ap
α, where α = pN − (n+1). The completeness of Bp then

follows from the completeness of Ap
α.

Every function f in Bp can approximated in norm by its dilations fr, and each
dilation fr can be uniformly approximated by its Taylor polynomials in a neighbor-
hood of the closed unit ball. In particular, every function in Bp can be approximated
in norm by a sequence of polynomials. ��
Lemma 6.3. Suppose 0 < p < ∞, n + α is not a negative integer, N is a positive
integer satisfying Np > n, and f is holomorphic in Sn. Then f ∈ Bp if and only if
the function

FN (z) = (1 − |z|2)NRα,Nf(z)

belongs to Lp(Bn, dτ).

Proof. If f is in Bp, then the functions ∂mf/∂zm belong to Ap
pN−(n+1) for all

|m| = N . It is then easy to see that the functions ∂mf/∂zm belong to Ap
pN−(n+1)

for all |m| ≤ N . It follows from Proposition 1.15 that Rα,Nf is in Ap
pN−(n+1), or

that FN is in Lp(Bn, dτ).
Conversely, we show that there exists a constant C > 0 such that∥∥∥∥∂mf

∂zm

∥∥∥∥ ≤ C‖Rα,Nf‖

for all holomorphic f and all |m| = N , where the norm is that of Ap
pN−(n+1).

Fix a sufficiently large positive integer K and let β = α + K . Then

Rα,Nf(z) =
∫

Bn

Rα,Nf(w) dvβ(w)
(1 − 〈z, w〉)n+1+β

, z ∈ Bn,

and

f(z) = Rα,N

∫
Bn

Rα,Nf(w) dvβ(w)
(1 − 〈z, w〉)n+1+β

, z ∈ Bn.

By Lemma 2.18, there exists a polynomial p(z, w) such that

f(z) =
∫

Bn

p(z, w)Rα,Nf(w) dvβ(w)
(1 − 〈z, w〉)n+1+β−N

, z ∈ Bn.

Differentiating inside the integral sign, we obtain∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣ ≤ C

∫
Bn

|Rα,Nf(w)| dvβ(w)
|1 − 〈z, w〉|n+1+β

for all z ∈ Bn and all m with |m| = N . If 1 ≤ p < ∞, this along with Theorem 2.10
shows that ∥∥∥∥∂mf

∂zm

∥∥∥∥ ≤ C‖Rα,Nf‖

for |m| = N . If 0 < p < 1, we write
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β =
n + 1 + α′

p
− (n + 1),

where we assume that K is large enough so that α′ > Np − (n + 1). According to
Lemma 2.15, ∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣p ≤ C

∫
Bn

|Rα,Nf(w)|p
|1 − 〈z, w〉|p(n+1+β)

dvα′(w).

By Fubini’s theorem, the integral∫
Bn

∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣p (1 − |z|2)Np−(n+1) dv(z)

is dominated by∫
Bn

|Rα,Nf(w)|p dvα′ (w)
∫

Bn

(1 − |z|2)Np−(n+1) dv(z)
|1 − 〈z, w〉|p(n+1+β)

.

Apply part (3) of Theorem 1.12 to the inner integral and observe that

p(n + 1 + β) − [Np − (n + 1)] − (n + 1) = n + 1 + α′ − Np > 0.

We obtain ∥∥∥∥∂mf

∂zm

∥∥∥∥ ≤ C‖Rα,Nf‖

for |m| = N . This completes the proof of the lemma. ��
We now show that the spaces Bp can be described in terms of more general

fractional radial derivatives.

Theorem 6.4. Suppose 0 < p < ∞, n + α is not a negative integer, and f is holo-
morphic in Bn. Then the following three conditions are equivalent:

(a) f ∈ Bp.
(b) The function (1 − |z|2)tRα,tf(z) belongs to Lp(Bn, dτ) for some t > n/p,

where n + α + t is not a negative integer.
(c) The function (1 − |z|2)tRα,tf(z) belongs to Lp(Bn, dτ) for all t > n/p, where

n + α + t is not a negative integer.

Proof. It follows from Lemma 6.3 that (c) implies (a), and that (a) implies (b).
To prove that (b) and (c) are equivalent, it suffices to show that the norms of the

two functions

(1 − |z|2)tRα,tf(z), (1 − |z|2)sRα,sf(z)

in Lp(Bn, dτ) are comparable for all f ∈ H∞(Bn), where s and t are any two fixed
constants greater than n/p, with n + α + t and n + α + s not a negative integer.
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Without loss of generality, we assume that s = t + σ for some σ > 0. It is easy
to see from the definition of the fractional radial derivatives that

Rα+t,σRα,t = Rα,s. (6.5)

Now the norm of (1−|z|2)tRα,tf(z) in Lp(Bn, dτ) is the same as the norm of Rα,tf
in Ap

pt−(n+1), which, according to Theorem 2.19, is comparable to the norm of

(1 − |z|2)σRα+t,σRα,tf(z)

in Lp(Bn, dvpt−(n+1)). This together with (6.5) shows that the norms of

(1 − |z|2)tRα,tf(z), (1 − |z|2)sRα,sf(z),

are comparable in Lp(Bn, dτ). ��
The above result can be restated as follows.

Corollary 6.5. Suppose 0 < p < ∞ and t > n/p. If α is a real parameter such that
the operator Rα,t is well defined, then Rα,t is a bounded invertible operator from
Bp onto Ap

pt−(n+1).

As a consequence of the above corollary, we obtain the following atomic decom-
position for functions in the Besov spaces Bp.

Theorem 6.6. Given any p ∈ (0,∞) there exists a sequence {ak} in Bn such that
for each b > max(0, n(p − 1)/p) the space Bp consists exactly of functions of the
form

f(z) =
∑

k

ck

(
1 − |ak|2

1 − 〈z, ak〉
)b

, (6.6)

where {ck} ∈ lp.

Proof. Fix any t > n/p. Let b and b′ be two real parameters related by b′ = b + t.
Then the condition

b > max
(

0,
n(p − 1)

p

)
(6.7)

is equivalent to

b′ > n max
(

1,
1
p

)
+

pt − (n + 1) + 1
p

; (6.8)

simply check this for 0 < p < 1 and p ≥ 1, respectively.
We write

b′ = b + t = n + 1 + α + t. (6.9)

If b satisfies (6.7), then n + 1 + α = b > 0. In particular, n + α is not a negative
integer. Obviously, n + α + t = b′ − 1 is not a negative integer, so the operator Rα,t

is well defined.
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By Corollary 6.5, a holomorphic function f in Bn belongs to Bp if and only if
Rα,tf ∈ Ap

pt−(n+1). Combining this with Theorem 2.30, we conclude that f ∈ Bp

if and only if

Rα,tf(z) =
∑

k

ck
(1 − |ak|2)b′−t

(1 − 〈z, ak〉)b′ , (6.10)

where {ck} ∈ lp and b′ satisfies (6.8). Applying Rα,t to both sides of equation (6.10)
gives

f(z) =
∑

k

ck

(
1 − |ak|2

1 − 〈z, ak〉
)b′−t

=
∑

k

ck

(
1 − |ak|2

1 − 〈z, ak〉
)b

.

This completes the proof of the theorem. ��
The next result gives integral representations for the Besov spaces Bp when p ≥

1 and shows that such a Bp can be considered a quotient space of Lp(Bn, dτ).

Theorem 6.7. Suppose 1 ≤ p < ∞ and α > −1. Then Bp = PαLp(Bn, dτ).

Proof. Fix a parameter t such that t > n/p and such that Rα,t is well defined.
By Corollary 6.5, a holomorphic function f in Bn belongs to Bp if and only if its
fractional radial derivative Rα,tf belongs to the weighted Bergman space Ap

γ , where
γ = pt − (n + 1).

Let β = t + α. Then p(β + 1) > γ + 1, so by Theorem 2.11,

Ap
γ = PβLp(Bn, dvγ).

It follows that f ∈ Bp if and only if Rα,tf = Pβg, where g ∈ Lp(Bn, dvγ), or

Rα,tf(z) = cβ

∫
Bn

g(w)(1 − |w|2)β dv(w)
(1 − 〈z, w〉)n+1+α+t

.

Apply the fractional integral operator Rα,t to both sides and use Proposition 1.14.
We obtain

f(z) =
cβ

cα

∫
Bn

(1 − |w|2)tg(w) dvα(w)
(1 − 〈z, w〉)n+1+α

.

Since g ∈ Lp(Bn, dvγ) if and only if the function (1− |w|2)tg(w) is in Lp(Bn, dτ),
we conclude that f ∈ Bp if and only if f ∈ PαLp(Bn, dτ). ��

6.2 The Minimal Möbius Invariant Space

Recall that the Bloch space is maximal among Möbius invariant Banach spaces of
holomorphic functions in Bn. We show here that the Besov space B1 is the minimal
Möbius invariant Banach space of holomorphic functions in Bn.
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Theorem 6.8. The space B1 consists exactly of holomorphic functions of the form

f(z) = c0 +
∞∑

k=1

ckfk(z), (6.11)

where {ck} ∈ l1 and each fk is a component of some automorphism of Bn.

Proof. For the purpose of this proof, we write

‖f‖1 =
∑

|m|=n+1

∫
Bn

∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣ dv(z),

where f is any holomorphic function in Bn. Clearly, f is in B1 if and only if ‖f‖1 <
∞.

Let ϕ ∈ Aut(Bn), and for 1 ≤ k ≤ n let fk denote the kth component of ϕ. To
show that the series (6.11) defines a function f in B1, it suffices to show that there
exists a constant C > 0, independent of ϕ and k, such that ‖fk‖1 ≤ C.

We first consider the case in which ϕ = ϕa, where a = (λ, 0, · · · , 0). In this
case, we have

f1(z) =
λ − z1

1 − λz1

, z ∈ Bn,

and for 2 ≤ k ≤ n,

fk(z) = −
√

1 − |λ|2 zk

1 − λz1

, z ∈ Bn.

It follows from the definition of the semi-norm ‖ ‖1 that

‖f1‖1 = (n + 1)!|λ|n(1 − |λ|2)
∫

Bn

dv(z)
|1 − λz1|n+2

= (n + 1)!|a|n(1 − |a|2)
∫

Bn

dv(z)
|1 − 〈z, a〉|n+2

,

and for 2 ≤ k ≤ n,

‖fk‖1 = (n + 1)!|λ|n+1

∫
Bn

√
1 − |λ|2 |zk|

|1 − λz1|n+2
dv(z) + n!|λ|n

∫
Bn

√
1 − |λ|2 dv(z)
|1 − λz1|n+1

,

which is less than or equal to

√
2(n + 1)!|a|n+1

∫
Bn

√
1 − |a|2 dv(z)

|1 − 〈z, a〉|n+1+1/2
+ n!|a|n

∫
Bn

√
1 − |a|2 dv(z)

|1 − 〈z, a〉|n+1
.

Here we used the fact that

|zk| < (1 − |z1|2)1/2 ≤ √
2(1 − |z1|)1/2 ≤ √

2|1 − 〈z, a〉|1/2, 2 ≤ k ≤ n.
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By Theorem 1.12, we can find a constant C > 0, depending on the dimension n
alone, such that ‖fk‖1 ≤ C for all 1 ≤ k ≤ n.

Next we consider the case in which ϕ = Uϕa, where U is a unitary and a =
(λ, 0, · · · , 0). If U = (uij)n×n and

ϕa(z) = (f1(z), · · · , fn(z)),

then the kth component of ϕ is

gk = uk1f1 + uk2f2 + · · · + uknfn.

It follows from what was proved in the previous paragraph that ‖gk‖1 ≤ nC for
1 ≤ k ≤ n.

For a more general point a ∈ Bn, we can find a unitary transformation U of Cn

such that a = Ua′, where a′ = (λ, 0, · · · , 0). Since the automorphism

V = ϕa′ ◦ U∗ ◦ ϕa

fixes the origin, it must be a unitary, according to Lemma 1.1. It follows that ϕa =
Uϕa′V . Combining this with Theorem 1.4, we see that every automorphism ϕ can be
written as ϕ = UϕaV , where a = (λ, 0, · · · , 0), U and V are unitary transformations
of Cn. If f1, · · · , fn are the components of Uϕa, then the kth component of ϕ is
gk(z) = fk(V z). It is easy to see from the chain rule that ‖gk‖1 ≤ C′‖fk‖1 for
1 ≤ k ≤ n, where C′ is a positive constant depending only on n.

We have now shown that each series (6.11) defines a function in B1.
Conversely, if we have a function f ∈ B1, then by the atomic decomposition of

B1 (Theorem 6.6), there exists a sequence {ck} ∈ l1 and a sequence {ak} ∈ Bn

such that

f(z) =
∑

k

ck
1 − |ak|2

1 − 〈z, ak〉 .

Recall from Lemma 1.3 that

1 − |ak|2
1 − 〈z, ak〉 = 1 − 〈ϕak

(z), ak〉.

Clearly, each 〈ϕak
(z), ak〉 is a linear combination of component functions of auto-

morphisms of Bn. This clearly shows that f admits a representation (6.11). ��
Corollary 6.9. The space B1 is a Möbius invariant Banach space with the following
norm:

‖f‖m = inf

{ ∞∑
k=0

|ck| : f = c0 +
∞∑

k=1

ckfk

}
, (6.12)

where each fk is a component of an element in Aut(Bn).

Proof. It is easy to see that B1 is a Banach space under the norm ‖ ‖m.
If fk is the jth component of ϕ ∈ Aut(Bn), and if ψ ∈ Aut(Bn), then fk ◦ ψ is

the jth component of the automorphism ϕ◦ψ. It follows easily that ‖f◦ψ‖m = ‖f‖m

for all f ∈ B1. This shows that B1 is a Möbius invariant Banach space. ��
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We now prove that B1 is the smallest among all Möbius invariant Banach spaces
of holomorphic functions in Bn.

Theorem 6.10. If X is any Möbius invariant Banach space of holomorphic functions
in Bn and if X contains a nonconstant function, then B1 is continuously contained
in X .

Proof. By Lemma 3.18, X contains all the polynomials. Composing the coordinate
functions zk with ϕ ∈ Aut(Bn), we see that X contains all n components of any
ϕ ∈ Aut(Bn). Now if

f(z) = c0 +
∞∑

k=1

ckfk (6.13)

is an arbitrary function in B1, where each fk is a component of an automorphism of
Bn, and {ck} ∈ l1, then

‖f‖X ≤ |c0|‖1‖X +
∞∑

k=1

|ck|‖fk‖X ≤ M

∞∑
k=0

|ck|,

where
M = max(‖1‖X , ‖z1‖X , ‖z2‖X , · · · , ‖zn‖X).

So the series (6.13) converges to f in X and

‖f‖X ≤ M
∞∑

k=0

|ck|.

Taking the infimum of
∑

k |ck| over all representations of f in (6.13), and applying
Theorem 6.8, we conclude that

‖f‖X ≤ C‖f‖m,

where C is a positive constant independent of f . This completes the proof of the
theorem. ��

6.3 Möbius Invariance of Bp

In this section we show that each space Bp can be equipped with a Möbius invariant
semi-norm when 1 < p ≤ ∞. We established in the previous section that B1 can be
equipped with a Möbius invariant norm.

Let

λn =
{

1, n = 1
2n, n > 1.

This dimensional constant will appear many times in the rest of this chapter. Some-
times λn is also referred to as the cut-off constant. In many situations it is easier to
describe the behavior of the Besov spaces Bp when p > λn.



208 6 Besov Spaces

Theorem 6.11. Suppose p > λn and f is holomorphic in Bn. Then f ∈ Bp if and
only if |∇̃f(z)| is in Lp(Bn, dτ).

Proof. When n = 1 and p > 1, it follows from the definition of Bp that a holomor-
phic function f is in Bp if and only if the function (1 − |z|2)f ′(z) is in Lp(D, dτ).
The desired result then follows from the fact that

|∇̃f(z)| = (1 − |z|2)|f ′(z)|,
where f is any analytic function in the unit disk D.

For the rest of this proof we assume that n > 1. Recall from Lemma 2.14 that

(1 − |z|2)|∇f(z)| ≤ |∇̃f(z)|.

Therefore, f is in Bp whenever the function |∇̃f(z)| is in Lp(Bn, dτ).
Conversely, if f ∈ Bp, then by Theorem 6.7, there exists a function g in

Lp(Bn, dτ) such that

f(z) =
∫

Bn

g(w) dv(w)
(1 − 〈z, w〉)n+1

, z ∈ Bn.

According to Lemma 3.3,

|∇̃f(z)| ≤ (n + 1)
√

2 (1− |z|2)1/2

∫
Bn

|g(w)| dv(w)
|1 − 〈z, w〉|n+1+1/2

, z ∈ Bn. (6.14)

If p > 2n, we conclude from Theorem 2.10 that the operator

Tg(z) = (1 − |z|2)1/2

∫
Bn

g(w) dv(w)
|1 − 〈z, w〉|n+1+1/2

is bounded on Lp(Bn, dτ). Therefore, the estimate in (6.14) shows that the function
|∇̃f(z)| is in Lp(Bn, dτ). ��

As a consequence of the above theorem, we see that for p > λn the space Bp can
be equipped with the following complete, Möbius invariant semi-norm.

‖f‖Bp =
[∫

Bn

|∇̃f(z)|p dτ(z)
] 1

p

.

The remaining range of p is more difficult. We are going to use the technique of
complex interpolation to settle this case.

Theorem 6.12. Suppose 1 ≤ p0 < p1 ≤ ∞. If θ ∈ (0, 1) and

1
p

=
1 − θ

p0
+

θ

p1
,

then [Bp0 , Bp1 ]θ = Bp with equivalent norms.
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Proof. For the purpose of this proof let ‖ ‖p denote the quotient norm on Bp induced
by the mapping P : Lp(Bn, dτ) → Bp, where P is the Bergman projection. The
basis for our analysis is Theorem 6.7.

If f ∈ Bp, then there exists a function g ∈ Lp(Bn, dτ) such that f = Pg with

‖g‖Lp(dτ) ≤ C1‖f‖p,

where C1 is a positive constant independent of f . For any complex number ζ with
0 ≤ Re ζ ≤ 1 define

gζ(z) =
g(z)
|g(z)| |g(z)|p

(
1−ζ
p0

+ ζ
p1

)
, z ∈ Bn,

and set fζ = Pgζ . It is clear that ‖gζ‖p0
p0

= ‖g‖p
p for Re ζ = 0 and ‖gζ‖p1

p1
= ‖g‖p

p

for Re ζ = 1. By Theorem 6.7, ‖fζ‖p0
p0

≤ C2‖f‖p
p for all Re ζ = 0, and ‖fζ‖p1

p1
≤

C2‖f‖p
p for all Re ζ = 1, where C2 is a positive constant independent of f . Since

fθ = f , we conclude that f ∈ [Bp0 , Bp1 ]θ with ‖f‖θ ≤ C2‖f‖p.
Conversely, if f ∈ [Bp0 , Bp1 ]θ, then there exists fζ for Re ζ ∈ [0, 1] with the

properties that fθ = f , fζ ∈ Bp0 when Re ζ = 0, and fζ ∈ Bp1 when Re ζ = 1.
Define

gζ(z) = cn+1(1 − |z|2)n+1

∫
Bn

fζ(w) dv(w)
(1 − 〈z, w〉)2(n+1)

, 0 ≤ Re ζ ≤ 1, z ∈ Bn,

or equivalently,
gζ(z) = cn+1(1 − |z|2)n+1R0,n+1fζ(z).

We see from Theorem 6.4 that gζ ∈ Lp0(Bn, dτ) for Re ζ = 0, with the norm of gζ

in Lp0(Bn, dτ) dominated by ‖fζ‖p0 ; and that gζ ∈ Lp1(Bn, dτ) for Re ζ = 1, with
the norm of gζ in Lp1(Bn, dτ) dominated by ‖fζ‖p1 . By the complex interpolation of
Lp spaces, we must have gθ ∈ Lp(Bn, dτ), which, in light of Theorem 6.7, implies
that f = fθ = Pgθ is in Bp. This completes the proof of the theorem. ��
Theorem 6.13. The space Bp is Möbius invariant for any p ∈ [1,∞].

Proof. We only need to prove the theorem for 1 < p < ∞, because we already
know that B1 admits a Möbius invariant norm ‖f‖m and B∞ = B admits a Möbius
invariant semi-norm ‖f‖B.

Fix 1 < p < ∞ and let p0 = 1, p1 = ∞, and θ = (p − 1)/p. Then

1
p

=
1 − θ

p0
+

θ

p1
.

According to Theorem 6.12, we have Bp = [B1, B∞]θ. It follows that for every
function f ∈ Bp, there exists a function F (z, ζ), where z ∈ Bn and 0 ≤ Re ζ ≤ 1,
such that F (z, θ) = f(z) for all z ∈ Bn, and

‖F‖∗ = max

(
sup

Re ζ=0
‖F ( , ζ)‖m, sup

Re ζ=1
‖F ( , ζ)‖B

)
< ∞.
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Define a semi-norm ‖ ‖p on Bp by ‖f‖p = inf ‖F‖∗, where the infimum is taken
over all F satisfying the conditions in the previous paragraph. It is then easy to check
that ‖ ‖p is a complete Möbius invariant semi-norm on Bp. ��

6.4 The Dirichlet Space B2

In this section we focus on the space B2 and show that it is the unique Möbius
invariant Hilbert space in Bn. We also obtain a characterization of B2 in terms of
Taylor coefficients.

Theorem 6.14. Suppose f is holomorphic in Bn and

f(z) =
∑
m

amzm

is its Taylor expansion. Then f belongs to B2 if and only if∑
m

|m| m!
|m|! |am|2 < ∞.

Proof. Let t = (n + 1)/2 and α = 0. By Theorem 6.4, f ∈ B2 if and only if the
function (1− |z|2)tRα,tf(z) is in L2(Bn, dτ) if and only if Rα,tf is in L2(Bn, dv).

For any multi-index m of nonnegative integers let

bm =
Γ(n + 1)Γ(n + 1 + |m| + t)
Γ(n + 1 + t)Γ(n + 1 + |m|) .

Then |bm| ∼ |m|t as |m| → ∞, and by the definition of Rα,t, we have

Rα,tf(z) =
∑
m

ambmzm.

Computing the norm of Rα,tf in L2(Bn, dv), we conclude that f ∈ B2 if and only
if ∑

m

|am|2|m|2t

∫
Bn

|zm|2 dv(z) < ∞.

This, according to Lemma 1.11, is equivalent to∑
m

|am|2|m|2t m!
(n + |m|)! < ∞.

Since 2t = n + 1 and

(n + |m|)! = |m|!(|m| + 1) · · · (|m| + n),

we conclude that f ∈ B2 if and only if∑
m

|m| m!
|m|! |am|2 < ∞.

This completes the proof of the theorem. ��
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In the rest of this section, we are going to use the following notation.

〈f, g〉 =
∑
m

|m| m!
|m|!ambm,

where
f(z) =

∑
m

amzm, g(z) =
∑
m

bmzm.

It is clear that 〈 , 〉 is a semi-inner product, that is, 〈f, f〉 ≥ 0 for all f , 〈f, g〉 = 〈g, f〉
for all f and g, and 〈f, g〉 is linear in f . Throughout this section the semi-norm
induced by this semi-inner product will simply be denoted by ‖ ‖. By Theorem 6.14,
B2 is a semi-Hilbert space under the present semi-inner product.

We are going to show that the semi-inner product 〈 , 〉 is Möbius invariant, and
up to a constant multiple, it is the only Möbius invariant (semi-)inner product that
can be defined on a space of holomorphic functions in Bn.

Theorem 6.15. The semi-inner product 〈 , 〉 is Möbius invariant on the space B2,
that is,

〈f ◦ ϕ, g ◦ ϕ〉 = 〈f, g〉
for all f and g in B2 and all ϕ ∈ Aut(Bn).

Proof. Let f =
∑

k fk and g =
∑

k gk be the homogeneous expansions of f and g.
Also, let f(z) =

∑
m amzm and g(z) =

∑
m bmzm be the Taylor expansions of f

and g. It follows easily from Lemma 1.11 that∫
Bn

fk(z)gk(z) dv(z) =
∑

|m|=k

n! m!
(n + k)!

ambm.

From this we deduce that

∞∑
k=0

k(n + k)!
n! k!

∫
Bn

fk(z)gk(z) dv(z) = 〈f, g〉.

Since unitary transformations preserve homogeneous expansions, and since the vol-
ume measure dv is invariant under the action of the unitary group, we see that

〈f ◦ U, g ◦ U〉 = 〈f, g〉 (6.15)

for all f and g in B2 and all unitary transformations U .
Next we consider the action on the semi-inner product 〈 , 〉 by an automorphism

of the form

ϕa(z) =

(
r − z1

1 − rz1
,−

√
1 − r2 z2

1 − rz1
, · · · ,−

√
1 − r2 zn

1 − rz1

)
,

where r ∈ (0, 1) and a = (r, 0, · · · , 0).
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If m = (m1, · · · , mn) is a multi-index of nonnegative integers, then zm ◦ ϕa(z)
is zm2

2 · · · zmn
n times an analytic function of z1. It follows that if m′ = (m′

1, · · · , m′
n)

is another multi-index of nonnegative integers with mj 
= m′
j for some 2 ≤ j ≤ n,

then no monomial in the Taylor expansion of zm ◦ ϕa is equal to any monomial in
the Taylor expansion of zm′ ◦ ϕa, and so 〈zm ◦ ϕa, zm′ ◦ ϕa〉 = 0.

On the other hand, if

m = (m1, m2, · · · , mn), m′ = (m′
1, m2, · · · , mn),

that is, the only possible difference between m and m′ is in their first component,
then

zm ◦ ϕa(z) = (−1)N (1 − r2)N/2 (r − z1)m1

(1 − rz1)m1+N
zm2
2 · · · zmn

n ,

and

zm′ ◦ ϕa(z) = (−1)N(1 − r2)N/2 (r − z1)m′
1

(1 − rz1)m′
1+N

zm2
2 · · · zmn

n ,

where N = m2 + · · · + mn. Let

F (z1) =
(r − z1)m1

(1 − rz1)m1+N
=

∞∑
k=0

ckzk
1 ,

and

G(z1) =
(r − z1)m′

1

(1 − rz1)m′
1+N

=
∞∑

k=0

dkzk
1 .

Then

〈zm ◦ ϕa, zm′ ◦ ϕa〉 = (1 − r2)N
∞∑

k=0

ckdk(k + N)
k! m2! · · ·mn!

(k + N)!
.

We proceed to show that this is equal to 〈zm, zm′〉.
If N = 0, namely, if m2 = · · · = mn = 0, we have

〈zm ◦ ϕa, zm′ ◦ ϕa〉 =
∞∑

k=0

kckdk =
∫

D

F ′(z1)G′(z1) dA(z1).

By a change of variables,∫
D

F ′(z1)G′(z1) dA(z1) = m1m
′
1

∫
D

zm1−1
1 z

m′
1−1

1 dA(z1).

It is then clear that
〈zm ◦ ϕa, zm′ ◦ ϕa〉 = 〈zm, zm′〉.

If N = 1, then
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〈zm ◦ ϕa, zm′ ◦ ϕa〉 = (1 − r2)
∞∑

k=0

ckdk =
1 − r2

2π

∫ 2π

0

F (eiθ)G(eiθ) dθ

=
1
2π

∫ 2π

0

(
r − eiθ

1 − reiθ

)m1 (
r − eiθ

1 − reiθ

)m′
1 1 − r2

|1 − reiθ |2 dθ

=
1
2π

∫ 2π

0

eim1θeim′
1θ dθ

= 〈zm, zm′〉.
If N ≥ 2, then we can write

〈zm ◦ ϕa, zm′ ◦ ϕa〉 = (1 − r2)N m2! · · ·mn!
(N − 1)!

∞∑
k=0

ckdk
k!(N − 1)!

(k + N − 1)!

= (1 − r2)N m2! · · ·mn!
(N − 1)!

∞∑
k=0

ckdk

∫
SN

|ζk
1 |2 dσN (ζ)

= (1 − r2)N m2! · · ·mn!
(N − 1)!

∫
SN

F (ζ1)G(ζ1) dσN (ζ),

where dσN is the normalized surface measure on the unit sphere SN in CN . Eval-
uating the last integral according to (1.13) and then making an obvious change of
variables on the unit disk, we obtain

〈zm ◦ ϕa, zm′ ◦ ϕa〉 = (1−r2)N m2! · · ·mn!
(N − 2)!

∫
D

(1−|w|2)N−2F (w)G(w)dA(w)

=
m2! · · ·mn!
(N − 2)!

∫
D

wm1wm′
1(1 − |w|2)N−2 dA(w)

= 〈zm, zm′〉.
We have now shown that 〈zm ◦ ϕa, zm′ ◦ ϕa〉 = 〈zm, zm′〉 for all m, m′, and

r. Expanding f and g into Taylor series, we conclude that 〈f ◦ ϕa, g ◦ ϕa〉 = 〈f, g〉
for all f , g in B2 and r ∈ (0, 1). Recall from (6.15) that this is also true when ϕa is
replaced by any unitary transformation of Cn. Since (see the proof of Theorem 6.8)
every automorphism ϕ ∈ Aut(Bn) can be written as ϕ = U ◦ ϕa ◦ V , where a =
(r, 0, · · · , 0) with r ∈ (0, 1) and U and V are unitaries, the proof of the theorem is
complete. ��

Finally in this section we show that there is only one natural Möbius invariant
Hilbert space of holomorphic functions in Bn. We say that H is a Möbius invariant
Hilbert space if H is a Möbius invariant Banach space according to the conventions
set forth in Section 3.4, and the norm on H is induced by a semi-inner product:

‖f‖2
H = 〈f, f〉H , f ∈ H.
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A polarization argument then shows that

〈f ◦ ϕ, g ◦ ϕ〉H = 〈f, g〉H
for all f and g in H and all ϕ ∈ Aut(Bn).

Theorem 6.16. Suppose H is a Möbius invariant Hilbert space with semi-inner
product 〈 , 〉H . If H contains a nonconstant function, then H = B2 and there exists
a constant c > 0 such that 〈f, g〉H = c 〈f, g〉 for all f and g in H .

Proof. By Lemma 3.18, H contains all the polynomials. It suffices for us to show
that there exists a constant c > 0 such that

〈zm, zm′〉H = c 〈zm, zm′〉 (6.16)

for all multi-indexes m = (m1, · · · , mn) and m′ = (m′
1, · · · , m′

n) of nonnegative
integers.

If m 
= m′, then there exists some k, 1 ≤ k ≤ n, such that mk 
= m′
k. For any

real θ let U = Uθ be the unitary defined by Uz = w, where wj = zj for j 
= k and
wk = zkeiθ . We have

〈zm, zm′〉H = 〈zm ◦ U, zm′ ◦ U〉H = ei(mk−m′
k)θ〈zm, zm′〉H .

Since θ is arbitrary and mk − m′
k 
= 0, we must have

〈zm, zm′〉H = 0 = 〈zm, zm′〉.
To compute 〈zm, zm〉H , we consider the following special automorphisms:

ϕa(z) =

(
r − z1

1 − rz1
,−

√
1 − r2 z2

1 − rz1
, · · · ,−

√
1 − r2 zn

1 − rz1

)
, z ∈ Bn,

where a = (r, 0, · · · , 0) with r ∈ (0, 1). For the function f(z) = 1 − rz1 in H , we
have

〈f, f〉H = 〈1, 1〉H + r2〈z1, z1〉H .

Since 〈f ◦ ϕa, f ◦ ϕa〉H = 〈f, f〉H and

f ◦ ϕa(z) = 1 − r
r − z1

1 − rz1
=

1 − r2

1 − rz1
,

we obtain

〈1, 1〉H + r2〈z1, z1〉H =
〈

1 − r2

1 − rz1
,

1 − r2

1 − rz1

〉
H

= (1 − r2)2
∞∑

k=0

r2k〈zk
1 , zk

1 〉H

= 〈1, 1〉H + r2〈z1, z1〉H − 2r2〈1, 1〉H +
∞∑

k=2

ckr2k,
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where
ck = 〈zk

1 , zk
1 〉H − 2〈zk−1

1 , zk−1
1 〉H + 〈zk−2

1 , zk−2
1 〉H .

Since r is arbitrary, we must have 〈1, 1〉H = 0 and ck = 0 for all k ≥ 2. It follows
from the recursive relation ck = 0 that

〈zk
1 , zk

1 〉H = k〈z1, z1〉H (6.17)

for all k ≥ 2. Note that this identity also holds when k = 0 and k = 1.
Let U be an arbitrary unitary transformation on Cn and we assume that U acts

on C
n as matrix multiplication Uz, where z ∈ C

n is thought of as a column vector.
Then

zk
1 ◦ U(z) = (u1z1 + u2z2 + · · · + unzn)k =

∑
|m|=k

k!
m!

umzm,

where u is the transpose of the first row of U . By the Möbius invariance of the semi-
inner product in H , we have

〈zk
1 , zk

1 〉H =
∑

|m|=k

tm
k!
m!

〈zm, zm〉H ,

where each

tm =
k!
m!

|um|2 =
k!
m!

|u1|2m1 · · · |un|2mn

is nonnegative and ∑
|m|=k

tm = (|u1|2 + · · · + |un|2)k = 1.

As U runs over the whole unitary group, the sum∑
|m|=k

tm
k!
m!

〈zm, zm〉H

runs over the closed convex hull of the points (k!/m!)〈zm, zm〉H . Since the above
sum is always 〈zk

1 , zk
1 〉H , we conclude that

k!
m!

〈zm, zm〉H = 〈zk
1 , zk

1 〉H (6.18)

for every m with |m| = k. Combining (6.17) and (6.18), we obtain

〈zm, zm〉H = |m| m!
|m|! 〈z1, z1〉H .

This completes the proof of the theorem with c = 〈z1, z1〉H . ��
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Theorem 6.17. The reproducing kernel of the space B2 (when equipped with the
Möbius invariant inner product) is given by

K(z, w) = log
1

1 − 〈z, w〉 .

Proof. For each multi-index m of nonnegative integers, we have

‖zm‖2 = |m| m!
|m|! .

It follows that

K(z, w) =
∑

|m|>0

zm

‖zm‖
wm

‖wm‖ =
∞∑

k=1

1
k

∑
|m|=k

k!
m!

zmwm

=
∞∑

k=1

1
k
〈z, w〉k = log

1
1 − 〈z, w〉 .

��

6.5 Duality of Besov Spaces

In this section we consider the dual space of Bp for 0 < p < ∞. Identification of the
dual space depends on the duality pairing being used, and for the Besov space Bp,
we introduce a pairing based on the operator V defined by

V f(z) = cn+1(1 − |z|2)n+1R0,n+1f(z), f ∈ H(Bn). (6.19)

Lemma 6.18. If f and g are bounded holomorphic functions in Bn, then∫
Bn

f(z)g(z)dv(z) =
∫

Bn

f(z)V g(z)dv(z).

Proof. Represent R0,n+1g by Corollary 2.3, use Fubini’s theorem, and then apply
the reproducing formula in Theorem 2.2. The integral on the right-hand side is then
reduced to the one on the left-hand side. ��

Obviously, by using approximation arguments, the assumptions that f and g be
in H∞(Bn) can be relaxed in many different ways.

Theorem 6.19. Suppose 1 < p < ∞ and 1/p + 1/q = 1. Then the dual space of Bp

can be identified with Bq (with equivalent norms) under the pairing

〈f, g〉 =
∫

Bn

V f(z)V g(z) dτ(z), (6.20)

where f ∈ Bp and g ∈ Bq .
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Proof. By Theorem 6.4 and Hölder’s inequality, every g ∈ Bq induces a bounded
linear functional on Bp via the integral pairing (6.20).

To show that every bounded linear functional on Bp arises this way, recall from
Corollay 6.5 that R0,n+1 is a bounded invertible operator from Bp onto Ap

(p−1)(n+1).

Therefore, F ∈ (Bp)∗ if and only if F ◦R0,n+1 ∈ (Ap
(p−1)(n+1))

∗, which, according

to Theorem 2.12, is equivalent to the existance of some ϕ ∈ Aq
(p−1)(n+1) such that

F ◦ R0,n+1(f) =
∫

Bn

f(z)ϕ(z)(1 − |z|2)(p−1)(n+1) dv(z),

for all f ∈ Ap
(p−1)(n+1). Let

g(z) =
1

cn+1

∫
Bn

ϕ(w)(1 − |w|2)(p−1)(n+1) dv(w)
(1 − 〈z, w〉)n+1

.

By Theorem 6.7, we have g ∈ Bq, because the numerator of the integrand above is a
function in Lq(Bn, dτ). By Fubini’s theorem,

F ◦ R0,n+1(f) = cn+1

∫
Bn

f(z)g(z)dv(z), f ∈ Ap
(p−1)(n+1).

Replacing f by R0,n+1f , we obtain

F (f) = cn+1

∫
Bn

R0,n+1f(z)g(z)dv(z), f ∈ Bp.

By Lemma 6.18 and the remark following it, we have

F (f) = cn+1

∫
Bn

R0,n+1f(z)V g(z)dv(z),

or

F (f) =
∫

Bn

V f(z)V g(z)dτ(z), f ∈ Bp.

This completes the proof of the theorem. ��
Theorem 6.20. Under the integral pairing in (6.20) we can identify (with equivalent
norms) the dual space of B1 as B, and the dual space of B0 with B1.

Proof. It follows from Theorem 6.4 that, via the integral pairing in (6.20), every
function g ∈ B induces a bounded linear functional on B1, and every function g ∈
B1 induces a bounded linear functional on B0.

If F is a bounded linear functional on B1, then F ◦ R0,n+1 is a bounded linear
functional on A1 (the unweighted Bergman space), because R0,n+1 is a bounded
invertible operator from A1 onto B1. It follows from Theorem 3.17 that there exists
a function g ∈ B such that
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F ◦ R0,n+1f = cn+1

∫
Bn

f(z)g(z)dv(z), f ∈ A1.

By Lemma 6.18,

F ◦ R0,n+1f = cn+1

∫
Bn

f(z)V g(z)dv(z), f ∈ A1,

or equivalently,

F (f) = cn+1

∫
Bn

R0,n+1f(z)V g(z) dv(z) =
∫

Bn

V f(z)V g(z) dτ(z)

for all f ∈ B1.
If F is a bounded linear functional on B0, we use Theorem 3.16 to find a function

h ∈ A1 such that

F (f) =
∫

Bn

f(z)h(z)dv(z), f ∈ B0.

According to Corollary 6.5, there exists g ∈ B1 such that h = cn+1R
0,n+1g. Thus

for f ∈ B0,

F (f) = cn+1

∫
Bn

f(z)R0,n+1g(z)dv(z)

= cn+1

∫
Bn

V f(z)R0,n+1g(z)dv(z)

=
∫

Bn

V f(z)V g(z)dτ(z).

Here we used Lemma 6.18 to justify the second equality above. ��
The case 0 < p < 1 is similar to the case p = 1.

Theorem 6.21. Suppose 0 < p ≤ 1 and t > n/p. Then the dual space of Bp can be
identified with B under the following duality pairing:

〈f, g〉 =
∫

Bn

(1 − |z|2)tRα,tf(z)g(z)dτ(z), f ∈ Bp, g ∈ B,

where α is any real number such that neither n + α nor n + α + t is a negative
integer.

Proof. Recall from Corollary 6.5 that Rα,t is a bounded invertible operator from Bp

onto Ap
pt−(n+1). So F is a bounded linear functional on Bp if and only if F ◦Rα,t is

a bounded linear functional on Ap
pt−(n+1). Combining this with Theorem 3.17, we

see that F is a bounded linear functional on Bp if and only if there exists a function
g ∈ B such that
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(F ◦ Rα,t)(f) =
∫

Bn

f(z)g(z)dvβ(z),

where

β =
n + 1 + pt − (n + 1)

p
− (n + 1) = t − (n + 1).

Equivalently, F is a bounded linear functional on Bp if and only if

F (f) =
∫

Bn

(1 − |z|2)tRα,tf(z)g(z)dτ(z)

for all f ∈ Bp, where g ∈ B. This completes the proof of the theorem. ��
When p = 1, we can choose α = 0 and t = n + 1. In this case, Lemma 6.18

shows that Theorem 6.21 includes Theorem 6.20 as a special case.
It is interesting that the integral pairing in Theorem 6.21 is “almost” independent

of p; the only requirement is that pt > n. In particular, for any two different p1 and
p2 in (0, 1], there exists a common integral pairing under which the dual spaces of
Bp1 and Bp2 are both the Bloch space B.

Our next goal is to identify the dual space Bp using the more natural Möbius
invariant pairing. To this end, we need to introduce a partial differential operator D.
Thus for f holomorphic in Bn with homogeneous expansion

f(z) =
∞∑

k=0

fk(z),

we define

Df(z) =
∞∑

k=1

Γ(n + k)
Γ(n)Γ(k)

fk(z). (6.21)

It is clear that D annihilates constant functions.

Lemma 6.22. We have

D = RR−n,n−1 = n(R−n,n − R−n,n−1),

and D acts on H(Bn) as a linear partial differential operator of order n with poly-
nomial coefficients.

Proof. For any fixed w ∈ Bn we have

D
1

1 − 〈z, w〉 =
∞∑

k=1

Γ(n + k)
Γ(n)Γ(k)

〈z, w〉k = R

∞∑
k=1

Γ(n + k)
k! Γ(n)

〈z, w〉k

= R
1

(1 − 〈z, w〉)n
= RR−n,n−1 1

1 − 〈z, w〉 .

This shows that D = RR−n,n−1.
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On the other hand,

R
1

(1 − 〈z, w〉)n
=

n〈z, w〉
(1 − 〈z, w〉)n+1

=
n

(1 − 〈z, w〉)n+1
− n

(1 − 〈z, w〉)n

= n(R−n,n − R−n,n−1)
1

1 − 〈z, w〉 .

Combining this with the previous paragraph, we see that

D = n(R−n,n − R−n,n−1).

That D is an nth order partial differential operator on H(Bn) with polynomial
coefficients now follows from Proposition 1.15. ��
Proposition 6.23. For every holomorphic function f in Bn we have∫

Bn

|Df(z)|2 (1 − |z|2)n−1

|z|2n
dv(z) = n

∑
m

|m| m!
|m|! |am|2, (6.22)

where am are the Taylor coefficients of f .

Proof. It suffices to prove the result for polynomials (to avoid issues of convergence);
the general case then follows from an approximation argument.

If f is a polynomial, then the integral

I(f) =
∫

Bn

|Df(z)|2 (1 − |z|2)n−1 dv(z)
|z|2n

is equal to

∑
|m|>0

|am|2 Γ(n + |m|)2
Γ(n)2Γ(|m|)2

∫
Bn

(1 − |z|2)n−1|z|−2n|zm|2 dv(z).

Integrating in polar coordinates and using Lemma 1.11, we obtain

I(f) =
∑

|m|>0

|am|2 Γ(n + |m|)2
Γ(n)2Γ(|m|)2

(n − 1)!m!
(n − 1 + |m|)!

nΓ(n)Γ(|m|)
Γ(n + |m|) ,

which, after simplification, proves (6.22). ��
Lemma 6.24. Suppose p > 1 and f is holomorphic in Bn. Then f ∈ Bp if and only
if ∫

Bn

(1 − |z|2)pn|Df(z)|p|z|−2n dτ(z) < ∞. (6.23)
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Proof. Since Df vanishes at the origin, the integral in (6.23) is always convergent
near z = 0, and so (6.23) holds if and only if∫

Bn

(1 − |z|2)pn|Df(z)|p dτ(z) < ∞, (6.24)

which is equivalent to the function Df(z) being in Ap
pn−(n+1).

If f ∈ Bp, then the function

(1 − |z|2)n ∂mf

∂zm
(z)

belongs to Lp(Bn, dτ) for every |m| ≤ n. Since D is a differential operator of order
n with polynomial coefficients, inequality (6.24) holds.

Conversely, if the function Df = RR−n,n−1f belongs to Ap
pn−(n+1), then its

anti-derivative R−n,n−1f is also in Ap
pn−(n+1). It follows that the function

nR−n,nf = Df + nR−n,n−1f

belongs to Ap
pn−(n+1). By Theorem 6.4, we have f ∈ Bp. ��

We now identify the dual space of Bp, 1 ≤ p < ∞, under the Möbius invariant
pairing.

Theorem 6.25. Suppose 1 < p < ∞ and 1/p + 1/q = 1. Then the dual space of
Bp can be identified with Bq (with equivalent norms) under the Möbius invariant
pairing

〈f, g〉 =
∑
m

|m| m!
|m|!ambm, (6.25)

where
f(z) =

∑
m

amzm ∈ Bp, g(z) =
∑
m

bmzm ∈ Bq.

Proof. By polarizing the identity in Proposition 6.23 we can write the Möbius in-
variant semi-inner product as

〈f, g〉 =
1
n

∫
Bn

(1 − |z|2)nDf(z)(1 − |z|2)nDg(z) |z|−2n dτ(z).

By Hölder’s inequality and Lemma 6.24,

|〈f, g〉| ≤ C‖f‖p‖g‖q,

so every function g ∈ Bq induces a bounded linear functional on Bp via the Möbius
invariant pairing (6.25).

Conversely, if F is a bounded linear functional on Bp, then by Theorem 6.19,
there exists a function h ∈ Bq such that
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F (f) =
∫

Bn

V f(z)V h(z) dτ(z), f ∈ Bp,

where
V f(z) = cn+1(1 − |z|2)n+1R0,n+1f(z).

A computation with Taylor series shows that

F (f) = Cn

∑
m

ambm
m! Γ(2n + 2 + |m|)

Γ(n + 1 + |m|)2 ,

where Cn is a positive constant, and {am} and {bm} are the Taylor coefficients of f
and h, respectively. Define g ∈ H(Bn) by

g(z) = Cn

∑
|m|>0

(|m| − 1)! Γ(2n + 2 + |m|)
Γ(n + 1 + |m|)2 bmzm,

then for all f ∈ Bp with f(0) = 0 we have F (f) = 〈f, g〉 in the Möbius invariant
pairing. It remains to show that g ∈ Bq , which we isolate as the next lemma. ��
Lemma 6.26. Suppose 1 < p < ∞ and f(z) =

∑
m amzm is holomorphic in Bn.

Then f is in Bp if and only if the function

F (z) =
∑

|m|>0

|m|! Γ(2n + 2 + |m|)
|m|Γ(n + 1 + |m|)2 amzm

is in Bp.

Proof. It is easy to see that there exists a constant c > 0 such that

DF = cR−1,1R
0,n+1f,

provided that f(0) = 0. By Lemma 6.24, F ∈ Bp if and only if DF ∈ Ap
pn−(n+1),

which, according to Theorem 2.19, is equivalent to

(1 − |z|2)R−1,1DF (z) ∈ Lp(Bn, dvpn−(n+1)).

Therefore, F ∈ Bp if and only if

(1 − |z|2)R0,n+1f(z) ∈ Lp(Bn, dvpn−(n+1)),

which is obviously the same as

(1 − |z|2)n+1R0,n+1f(z) ∈ Lp(Bn, dτ).

Combining this with Theorem 6.4, we see that F ∈ Bp if and only if f ∈ Bp. ��
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A more precise duality theorem can be formulated for the minimal invariant space
B1 and the maximal invariant space B∞ = B. We use the invariant norm (not just a
semi-norm) ‖ ‖m (see Section 6.2) on B1, and we use the following norm (not just a
semi-norm) on the Banach space B/C:

‖f‖B = sup{|∇̃f(z)| : z ∈ Bn}.

Theorem 6.27. Under the Möbius invariant pairing 〈 , 〉 defined in (6.25) we have

B∗
1 = B/C, (B0/C)∗ = B1,

with equal (not just equivalent) norms.

Proof. Suppose
ϕ = (ϕ1, · · · , ϕn) ∈ Aut(Bn).

For each g ∈ B and 1 ≤ k ≤ n we have

〈g, ϕk〉 = 〈g ◦ ϕ−1, zk〉 =
∂(g ◦ ϕ−1)

∂zk
(0).

Therefore,
|〈g, ϕk〉| ≤ |∇(g ◦ ϕ−1)(0)| = |∇̃g(ϕ−1(0))|. (6.26)

Let F denote the set consisting of all coordinate functions of all automorphisms
of Bn. It follows from (6.26) that

sup
f∈F

|〈f, g〉| ≤ ‖g‖B.

We claim that equality holds here. To see this, choose a unitary U that maps the
vector

va = (〈ψ1, g〉, · · · , 〈ψn, g〉)
to the vector |va|e1, where ψk are the coordinate functions of ϕa. Then by (6.26),

|∇̃g(a)| = |va| = |Uva| =

∣∣∣∣∣∣
n∑

j=1

u1j〈ψk, g〉
∣∣∣∣∣∣ = |〈φ1, g〉|,

where φ1 is the first coordinate function of U ◦ ϕa. This shows that

sup
f∈F

|〈f, g〉| = ‖g‖B (6.27)

for every g ∈ B with g(0) = 0.
Now if g ∈ B, g(0) = 0, and

f = c0 +
∞∑

k=1

ckfk, fk ∈ F,
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is a function in B1, then

〈f, g〉 = c0 +
∞∑

k=1

ck〈fk, g〉,

and so

|〈f, g〉| ≤ ‖g‖B
∞∑

k=0

|ck|.

Taking the infimum over all such representations of f , we obtain

|〈f, g〉| ≤ ‖f‖m‖g‖B.

This shows that every function g in B/C induces a bounded linear functional on B1

via the Möbius invariant pairing, and the norm of this linear functional is equal to
‖g‖B; this also shows that every function f ∈ B1 induces a bounded linear functional
on B0/C, and the norm of this linear functional is no more than ‖f‖m.

Let L be a bounded linear functional on B1. For each multi-index m of nonneg-
ative integers with |m| > 0 let

am =
|m|!
|m|m!

L(zm),

and define
f(z) =

∑
|m|>0

amzm.

If
g(z) =

∑
m

bmzm

is any polynomial, then

〈g, f〉 =
∑
m

bm|m| m!
|m|!am =

∑
m

bmL(zm) = L(g).

Since the polynomials are dense in B1, we have

L(g) = 〈g, f〉, g ∈ B1.

Furthermore, by (6.27),

‖f‖B = sup
g∈F

|〈g, f〉| = sup
g∈F

|L(g)| ≤ ‖L‖.

This completes the proof that B∗
1 = B/C with equal norms.

Finally, if L is a bounded linear functional on B0/C, then by Theorem 6.20 and
the proof of Theorem 6.25, there exists a function g ∈ H(Bn) such that

L(f) = 〈f, g〉, f ∈ B0/C.
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From the already established duality B∗
1 = B/C (with equal norms) we have

‖g‖m = sup{|〈f, g〉| : ‖f‖B ≤ 1}.
Since B0 is dense in B in the weak-star topology, we also have

‖g‖m = sup{|〈f, g〉| : f ∈ B0, ‖f‖B ≤ 1},
or

‖g‖m = sup{|L(f)| : f ∈ B0, ‖f‖B ≤ 1} = ‖L‖.
This completes the proof of the duality (B0/C)∗ = B1 with equal norms. ��

Note that the duality between Bp and Bq under the Möbius invariant pairing
enables us to define a canonical Möbius invariant semi-norm on Bp for 1 < p <
2n/(2n− 1) when n > 1. In fact, when p > 2n, Theorem 6.11 shows that Bp has a
canonical invariant semi-norm given by

‖f‖p =
[∫

Bn

|∇̃f(z)|p dτ(z)
]1/p

.

Now if 1 < p < 2n/(2n−1), then the conjugate exponent q, defined by 1/p+1/q =
1, satisfies 2n < q < ∞. Therefore, we can define a canonical Möbius invariant
semi-norm on Bp as follows:

‖f‖ = sup{|〈f, g〉| : ‖g‖q ≤ 1},
where

‖g‖q =
[∫

Bn

|∇̃g(z)|q dτ(z)
]1/q

.

It is an interesting problem to find explicit realizations for Möbius invariant semi-
norms on Bp for 1 < p ≤ 2n when n > 1; the case p = 2 was settled by Theo-
rem 6.14.

6.6 Other Characterizations

In this section we obtain several other characterizations for the spaces Bp. Recall
that

λn =
{

1, n = 1
2n, n > 1

is a dimensional constant.

Theorem 6.28. Suppose p > λn, α > −1, and f is holomorphic in Bn. Then f ∈
Bp if and only if ∫

Bn

∫
Bn

|f(z) − f(w)|p dvα(z) dvα(w)
|1 − 〈z, w〉|2(n+1+α)

< ∞.
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Proof. For a holomorphic function f in Bn let

Iα(f) =
∫

Bn

∫
Bn

|f(z) − f(w)|p dvα(z) dvα(w)
|1 − 〈z, w〉|2(n+1+α)

.

We can rewrite

Iα(f) = cα

∫
Bn

dτ(z)
∫

Bn

|f(w) − f(z)|p (1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)
dvα(w),

where

dτ(z) =
dv(z)

(1 − |z|2)n+1

is the Möbius invariant measure on Bn. A change of variables (see Proposition 1.13)
gives

Iα(f) = cα

∫
Bn

dτ(z)
∫

Bn

|f ◦ ϕz(w) − f ◦ ϕz(0)|p dvα(w).

By Theorem 2.16, the integral Iα(f) is comparable to the integral

Jα(f) =
∫

Bn

dτ(z)
∫

Bn

|∇̃(f ◦ ϕz)(w)|p dvα(w).

Since
|∇̃(f ◦ ϕz)(w)| = |∇̃f(ϕz(w))|,

changing variables again leads to

Jα(f) =
∫

Bn

dτ(z)
∫

Bn

|∇̃f(w)|p (1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)
dvα(w),

and an application of Fubini’s theorem gives

Jα(f) =
∫

Bn

|∇̃f(w)|p dvα(w)
∫

Bn

(1 − |z|2)α dv(z)
|1 − 〈z, w〉|2(n+1+α)

.

The inner integral above is equal to (1 − |w|2)−(n+1+α)/cα, so

Jα(f) =
∫

Bn

|∇̃f(w)|p dτ(w).

In view of Theorem 6.11, the proof of the theorem is complete. ��
Theorem 6.29. Suppose α > −1, r > 0, and p > λn. Then the following conditions
are equivalent for a holomorphic function f in Bn:

(a) f ∈ Bp.
(b) The function MO(f) belongs to Lp(Bn, dτ), where

MO(f)(z) =
∫

Bn

|f ◦ ϕz(w) − f(z)| dvα(w). (6.28)
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(c) The function MOr(f) belongs to Lp(Bn, dτ), where

MOr(f)(z) =
1

vα(D(z, r))

∫
D(z,r)

|f(w) − fα,D(z,r)| dvα(w). (6.29)

Proof. By Theorem 2.16, there exists a positive constant C1 such that

MO(f)(z) ≤ C1

∫
Bn

|∇̃(f ◦ ϕz)(w)| dvα(w)

for all f ∈ H(Bn) and all z ∈ Bn. By Hölder’s inequality and the fact that

|∇̃(f ◦ ϕz)(w)| = |∇̃f(ϕz(w))|,
we have

MO(f)(z)p ≤ Cp
1

∫
Bn

|∇̃f(ϕz(w))|p dvα(w).

Changing variables according to Proposition 1.13, we obtain

MO(f)(z)p ≤ Cp
1

∫
Bn

|∇̃f(w)|p (1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)
dvα(w).

Fubini’s theorem then gives∫
Bn

MO(f)(z)p dτ(z) ≤ Cp
1

∫
Bn

|∇̃f(w)|p dvα(w)
∫

Bn

(1 − |z|2)α dv(z)
|1 − 〈z, w〉|2(n+1+α)

.

Since∫
Bn

dvα(z)
|1 − 〈z, w〉|2(n+1+α)

= cα

∫
Bn

(1 − |z|2)α dv(z)
|1 − 〈z, w〉|2(n+1+α)

=
1

(1 − |w|2)n+1+α
,

we must have ∫
Bn

MO(f)(z)p dτ(z) ≤ Cp
1

∫
Bn

|∇̃f(w)|p dτ(w).

This together with Theorem 6.11 shows that (a) implies (b).
We write

f(w) − fα,D(z,r) = f(w) − f(z)− [fα,D(z,r) − f(z)
]
,

and

fα,D(z,r) − f(z) =
1

vα(D(z, r))

∫
D(z,r)

(f(w) − f(z)) dvα(w).

It follows that

MOr(f)(z) ≤ 2
vα(D(z, r))

∫
D(z,r)

|f(w) − f(z)| dvα(w).
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By Lemmas 1.24 and 2.20, there exists a positive constant C2 > 0 such that

2
vα(D(z, r))

≤ C2(1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)

for all z ∈ Bn and w ∈ D(z, r). Therefore,

MOr(f)(z) ≤ C2

∫
Bn

|f(w) − f(z)| (1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)
dvα(w).

Changing variables according to Proposition 1.13, we see that

MOr(f)(z) ≤ C2MO(f)(z),

which proves that (b) implies (c).
By Lemma 2.4, there exists a positive constant C3 such that

|∇g(0)| ≤ C3

∫
D(0,r)

|g(w) − c| dvα(w)

for all holomorphic g in Bn and all complex constants c. Replace g by f ◦ ϕz and c
by fα,D(z,r). We obtain

|∇̃f(z)| ≤ C3

∫
D(0,r)

|f ◦ ϕz(w) − fα,D(z,r)| dvα(w).

Changing variables according to Proposition 1.13, we obtain

|∇̃f(z)| ≤ C3

∫
D(z,r)

|f(w) − fα,D(z,r)| (1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)
dvα(w).

Since
(1 − |z|2)n+1+α

|1 − 〈z, w〉|2(n+1+α)

is comparable to 1/vα(D(z, r)) when w ∈ D(z, r) (see Lemmas 1.24 and 2.20), we
can find a constant C4 > 0 such that

|∇̃f(z)| ≤ C4MOr(f)(z), z ∈ Bn.

This together with Theorem 6.11 shows that (c) implies (a). ��
For any r > 0 and f holomorphic in Bn we define

ωr(f)(z) = sup{|f(z) − f(w)| : w ∈ D(z, r)}, z ∈ Bn. (6.30)

This is the oscillation of f in the Bergman metric at the point z.

Theorem 6.30. Suppose r > 0 and p > λn. Then a holomorphic function f in Bn

belongs to Bp if and only if ωr(f) belongs to Lp(Bn, dτ).
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Proof. Fix any α > −1 and recall that

MOr(f)(z) =
1

vα(D(z, r))

∫
D(z,r)

|f(w) − fα,D(z,r)| dvα(w), z ∈ Bn.

Since

f(w) − fα,D(z,r) =
1

vα(D(z, r))

∫
D(z,r)

(f(w) − f(u)) dvα(u),

the triangle inequality

|f(u) − f(w)| ≤ |f(z) − f(w)| + |f(z)− f(u)|

shows that
MOr(f)(z) ≤ 2 ωr(f)(z), z ∈ Bn.

If ωr(f) is in Lp(Bn, dτ), then MOr(f) is in Lp(Bn, dτ), so f ∈ Bp by Theo-
rem 6.29.

On the other hand, there exists a positive constant C1 such that

|f(w)| ≤ C1

vα(D(w, r))

∫
D(w,r)

|f(u)| dvα(u)

for all f ∈ H(Bn) and w ∈ Bn; see Lemma 2.24. Replacing f by f − f(z), we
obtain

|f(z) − f(w)| ≤ C1

vα(D(w, r))

∫
D(w,r)

|f(u) − f(z)| dvα(u)

for all z ∈ Bn and w ∈ Bn. By Lemma 2.24 and (2.20) there exists a constant
C2 > 0 such that for w ∈ D(z, r),

|f(z) − f(w)| ≤ C2

∫
D(w,r)

|f(u) − f(z)| (1 − |z|2)n+1+α dvα(u)
|1 − 〈z, u〉|2(n+1+α)

≤ C2

∫
Bn

|f(u) − f(z)| (1 − |z|2)n+1+α dvα(u)
|1 − 〈z, u〉|2(n+1+α)

= C2

∫
Bn

|f ◦ ϕz(u) − f(z)| dvα(u)

= C2MO(f)(z).

Taking the supremum over all w ∈ D(z, r), we obtain

ωr(f)(z) ≤ C2MO(f)(z).

It follows from Theorem 6.29 that f ∈ Bp implies ωr(f) ∈ Lp(Bn, dτ). ��
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Notes

The theory of Besov spaces is a classical topic in analysis. Our coverage here is only
on a very special class of such spaces, the so-called diagonal Besov spaces.

What makes the diagonal Besov spaces especially interesting is the fact that
they are natually invariant under the action of automorphisms. The minimality of
B1 among Möbius invariant Banach spaces was first studied by Arazy and Fisher in
[10] in the case of the unit disk, and then by Peloso in [83] in the case of the unit
ball. The uniqueness of B2 among Möbius invariant Hilbert spaces was first proved
by Arazy and Fisher in [11] for the unit disk, and then generalized to the unit ball by
Zhu in [126] and by Peetre in an unpublished manuscript.

The Möbius invariance of Besov spaces have been explored by numerous authors
in various situations. Our Sections 6.2, 6.3, and 6.5 are mainly based on the paper
[83].

Once the Besov spaces Bp are realized as the image of weighted Bergman spaces
under the action of fractional integral operators, atomic decomposition and duality
(with weighted volume-integral pairings) follow easily. However, duality using the
Möbius invariant pairing is more subtle, and probably more interesting and more
natural.

Theorems 6.7 and 6.28 were proved in [127] for the unit disk, and the proofs
there essentially carry over to higher dimensions. Similarly, Theorems 6.29 and 6.30
are rooted in [127].

Exercises

6.1. Suppose 0 < p ≤ λn and f is holomorphic in Bn. Then the function |∇̃f(z)|
belongs to Lp(Bn, dτ) if and only if f is constant.

6.2. Show that Theorems 6.11, 6.28, 6.29, and 6.30 are false for 0 < p ≤ λn.

6.3. Does Theorem 6.7 remain true when 0 < p < 1?

6.4. Find sharp pointwise estimates for functions in Bp.

6.5. Find sharp growth estimates for the Taylor coefficients of f ∈ Bp.

6.6. Show that f ∈ Bp if and only if zmf ∈ Bp, where f is holomorphic in Bn and
m is any multi-index of nonnegative integers.

6.7. Show that for n/(n + 1) < p ≤ 1 we have (Bp)∗ = B (with equivalent norms)
under the integral pairing

〈f, g〉 =
∫

Bn

V f(z)V g(z)dτ(z).
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6.8. Suppose n < p < ∞ and f is holomorphic in Bn. Show that f ∈ Bp if and only
if (1 − |z|2)Rf(z) is in Lp(Bn, dτ).

6.9. Suppose n < p < ∞ and f is holomorphic in Bn. Show that f ∈ Bp if and only
if (1 − |z|2)|∇f(z)| is in Lp(Bn, dτ).

6.10. Show that the operator V defined in (6.19) has the following properties:

(a) V (V f) = V f whenever f is in Bp.
(b) V (Ph) = V h whenever h ∈ Lq(Bn, dτ).
(c) V is self-adjoint with respect to the integral pairing induced by dτ .

6.11. Suppose 0 < p < ∞ and f ∈ Bp. If f(0) = 0, show that there exist functions
fk ∈ Bp, 1 ≤ k ≤ n, such that

f(z) =
n∑

k=1

zkfk(z)

for z ∈ Bn.

6.12. Suppose 1 < p < ∞, 1/p + 1/q = 1, and α > −1. Find an integral pairing
under which (Bp)∗ can be identified with Aq

α.

6.13. Show that Bp1 ⊂ Bp2 whenever 0 < p1 ≤ p2 ≤ ∞.

6.14. Show that Theorem 6.29 remains true if MO(f) is defined by

MO(f)(z) =
[∫

Bn

|f ◦ ϕz(w) − f(z)|q dvα(w)
]1/q

and MOr(f) is defined by

MOr(f)(z) =

[
1

vα(D(z, r))

∫
D(z,r)

|f(w) − fα,D(z,r)|q dvα(w)

]1/q

,

where q is any fixed positive exponent.

6.15. If n = 1, show that a holomorphic function f in Bn belongs to B2 if and only
if ∫

Sn

∫
Sn

|f(ζ) − f(η)|2
|1 − 〈ζ, η〉|2n

dσ(ζ) dσ(η) < ∞. (6.31)

Show that this is not true when n > 1. In fact, if n > 1, then (6.31) holds only when
f is constant.
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6.16. Suppose f is analytic in the unit disk D and F is a continuous function from
[0,∞) into (0,∞). Show that the integral∫

D

∫
D

|f(z) − f(w)|2
|1 − zw|4 F

(∣∣∣∣ z − w

1 − zw

∣∣∣∣) dA(z) dA(w)

is equal to ∫
D

|f ′(z)|2 dA(z)
∫ 1

0

F (
√

r) log
1

1 − r
dr.

See [126].

6.17. Suppose n > 1, f is holomorphic in Bn, and F is continuous from [0,∞) into
[0,∞). Show that∫

Bn

∫
Bn

|f(z) − f(w)|2
|1 − 〈z, w〉|2(n+1)

F
(|ϕz(w)|) dv(z) dv(w) < ∞

if and only if f is constant or F is identically 0. See [126].

6.18. Suppose 0 < p < ∞ and pt > n. Show that a holomorphic function f in Bn

belongs to Bp if and only if the function (1 − |z|2)tRtf(z) is in Lp(Bn, dτ).

6.19. Suppose α is a real parameter such that the fractional differential operator
Rα,n/2 is well defined. Show that Rα,n/2 is bounded linear operator from B2 onto
H2.

6.20. Show that a holomorphic function f in Bn belongs to B2 if and only if Rn/2f
belongs to H2.

6.21. For any 1 ≤ p ≤ ∞ there exists a constant Cp > 0 such that

|f(z) − f(w)| ≤ Cpβ(z, w)1/q

for all f ∈ Bp and z and w in Bn, where 1/p + 1/q = 1.

6.22. Show that every function in Bp can be approximated in norm by its Taylor
polynomials if and only if 1 < p < ∞.

6.23. Study the behavior of the integral pairing in Theorem 6.21 as t → ∞.

6.24. Suppose 1 < p < ∞ and 1/p + 1/q = 1. Show that (Bp)∗ = Bq under any of
the following integral pairings:

〈f, g〉α,t =
∫

Bn

(1 − |z|2)tRα,tf(z) (1 − |z|2)tRα,tg(z)dτ(z),

where 2t > n, and neither n+α nor n+α+t is a negative integer. Similar assertions
can be made about the dual spaces of B0 and Bp for 0 < p ≤ 1.
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6.25. Show that B1 is an algebra. Moreover, there exists a constant C > 0 such that

‖fg‖B1 ≤ C‖f‖B1‖g‖B1

for all f and g in B1. See [30].

6.26. For an analytic function f in the unit disk D define

rk(f) = inf ‖f − g‖B, = 1, 2, · · · ,

and
sk(f) = inf ‖f − g‖BMO, k = 1, 2, · · · ,

where both infima are taken over all rational functions g of degree k with poles
outside the closed unit disk. Show that the following conditions are equivalent for
0 < p < ∞.

(a) f ∈ Bp.
(b) {rk} ∈ lp.
(c) {sk} ∈ lp.

See [30] and references there.

6.27. If H is a Hilbert space of holomorphic functions in Bn and K(z, w) is the
reproducing kernel of H , show that

sup{|f(z)− f(w)|2 : ‖f‖ ≤ 1} = K(z, z) + K(w, w) − K(z, w) − K(w, z)

for all a and w in Bn.

6.28. Fix any radius r > 0. For any holomorphic function f in Bn define

Irf(z) =
∫

D(z,r)

|∇̃f(w)| dτ(w), z ∈ Bn.

If 1 < p < ∞, show that f ∈ Bp if and only if Irf ∈ Lp(Bn, dτ). See [72][73].

6.29. If f is holomorphic in Bn and 2n < p < ∞, show that f ∈ Bp if and only if∫
Bn

∫
Bn

[ |f(z) − f(w)|
|w − Pw(z) − swQw(z)|

]p

(1−|z|2)p/2(1−|w|2)p/2 dτ(z) dτ(w) < ∞,

where sw = (1 − |w|2)1/2, Pw is the orthogonal projection from Cn onto the one-
dimensional subspace [w] spanned by w, and Qw is the orthogonal projection from
Cn onto Cn 
 [w]. See [72][73].

6.30. Let H2 denote the space of holomorphic functions

f(z) =
∑
m

amzm
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in the unit ball Bn such that

‖f‖2 =
∑
m

|am|2 < ∞.

Show that H2 is a Hilbert space with inner product

〈f, g〉 =
∑
m

am bm, f(z) =
∑
m

amzm, g(z) =
∑
m

bmzm.

Show that the reproducing kernel of H2 is given by

K(z, w) =
1

1 − 〈z, w〉 .

This space has attracted much attention lately in multi-variable operator theory and
is sometimes referred to as the Arveson space.

6.31. Characterize H2 in terms of higher order derivatives and membership in A2
α.

6.32. Characterize H2 in terms of fractional derivatives and membership in A2
α.

6.33. Characterize H2 in terms of higher order derivatives and membership in H2.

6.34. Characterize H2 in terms of fractional derivatives and membership in H2.
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Lipschitz Spaces

In this chapter we study two classes of holomorphic functions in the unit ball, both
depending on a positive parameter α, and are denoted by Λα and Bα, respectively. As
α increases, the spaces Bα get larger and larger, while the spaces Λα get smaller and
smaller. The two classes have an intersection; more specifically, we have Bα = Λ1−α

for 0 < α < 1.
Our emphasis is on the holomorphic Lipschitz spaces Λα, and the most interest-

ing cases are when 0 < α ≤ 1. Our approach here is to treat the Lipschitz spaces
as close relatives of the Bloch space. In fact, Λα is simply the image of the Bloch
space under a certain fractional integral operator. Consequently, we will obtain in-
tegral representations, estimates in terms various derivatives, atomic decomposition,
and duality theorems for the Lipschitz spaces Λα. We will also discuss the tangential
growth of functions in Λα, which is an important feature of the classical theory of
Lipschitz spaces.

7.1 Bα Spaces

In this section we introduce a class of spaces similar to the Bloch space, which later
will be shown to include the holomorphic Lipschitz spaces. Thus for any α > 0 we
let Bα denote the space of holomorphic functions f in Bn such that the functions

(1 − |z|2)α ∂f

∂zk
(z), 1 ≤ k ≤ n,

are all bounded in Bn. Clearly, a holomorphic function f in Bn belongs to Bα if and
only if

‖f‖α = |f(0)| + sup
z∈Bn

(1 − |z|2)α|∇f(z)| < ∞. (7.1)

It is an easy exercise to show that Bα is a Banach space when equipped with the
above norm; see the proof of Proposition 3.2.

Theorem 7.1. Suppose α > 0, β > −1, and f is holomorphic in Bn. Then the
following conditions are equivalent:
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(a) f ∈ Bα.
(b) The function (1 − |z|2)α|Rf(z)| is bounded in Bn.
(c) There exists a function g ∈ L∞(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+β+α

, z ∈ Bn.

Proof. It is obvious that (a) implies (b).
If (b) holds, then the function

g(z) =
cα+β

cβ
(1 − |z|2)α

(
f(z) +

Rf(z)
n + α + β

)
is bounded in Bn. Consider the holomorphic function

F (z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+α+β

, z ∈ Bn,

or

F (z) =
∫

Bn

1
(1 − 〈z, w〉)n+α+β

(
f(w) +

Rf(w)
n + α + β

)
dvα+β(w), z ∈ Bn.

Applying the fractional differential operator T = Rα+β−1,1 inside the integral, then
using Proposition 1.14 and Theorem 2.2, we obtain

TF (z) = f(z) +
Rf(z)

n + α + β
.

Since T−1 = Rα+β−1,1, a calculation using (1.34) shows that

F = Rα+β−1,1

(
f +

Rf

n + α + β

)
= f.

This shows that (b) implies (c).
That (c) implies (a) follows from differentiating under the integral sign and then

applying Theorem 1.12. ��
Theorem 7.2. Suppose n > 1 and f is holomorphic in Bn.

(a) If α > 1
2 , then f ∈ Bα if and only if the function

(1 − |z|2)α−1|∇̃f(z)|
is bounded in Bn.

(b) If α = 1
2 and f ∈ Bα, then there exists a constant C > 0 such that

|∇̃f(z)| ≤ C(1 − |z|2) 1
2 log

2
1 − |z|2

for all z ∈ Bn.
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(c) If 0 < α < 1
2 and f ∈ Bα, then there exists a constant C > 0 such that

|∇̃f(z)| ≤ C(1 − |z|2) 1
2

for all z ∈ Bn.

Proof. Recall from Lemma 2.14 that

(1 − |z|2)|∇f(z)| ≤ |∇̃f(z)|, z ∈ Bn.

So the boundedness of (1 − |z|2)α−1|∇̃f(z)| implies that of (1 − |z|2)α|∇f(z)|.
On the other hand, if f ∈ Bα, then by Theorem 7.1,

f(z) =
∫

Bn

g(w) dv(w)
(1 − 〈z, w〉)n+α

, z ∈ Bn,

where g is a function in L∞(Bn). An application of Lemma 3.3 gives

|∇̃f(z)| ≤
√

2 (n + α)(1 − |z|2) 1
2

∫
Bn

|g(w)| dv(w)
|1 − 〈z, w〉|n+α+ 1

2

for all z ∈ Bn. Since g is bounded, the rest of the proof follows from Theorem 1.12.
��

Note that when n = 1, we have

|∇̃f(z)| = (1 − |z|2)|f ′(z)|,
so part (a) of the above theorem holds for all α > 0. When n > 1, the condition
α > 1

2 is indispensible.
Let Bα,0 denote the closure of the set of polynomials in Bα. It is easy to see that

Bα,0 consists exactly of holomorphic functions f such that the function

h(z) = (1 − |z|2)α|∇f(z)|
is in C0(Bn). Note that here and below, the space C0(Bn) can be replaced by C(Bn).

Theorem 7.3. Suppose α > 0, β > −1, and f is holomorphic in Bn. Then the
following conditions are equivalent:

(a) f ∈ Bα,0.
(b) The function (1 − |z|2)α|Rf(z)| is in C0(Bn).
(c) There exists a function g ∈ C0(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+β+α

, z ∈ Bn.

We leave the proof of this theorem as well as the next one to the interested reader.
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Theorem 7.4. Suppose n > 1, α > 1
2 , and f is holomorphic in Bn. Then f ∈ Bα,0

if and only if the function

h(z) = (1 − |z|2)α−1|∇̃f(z)|
belongs to C0(Bn).

For any s > −1 we write

〈f, g〉s = lim
r→1−

∫
Bn

f(rz)g(rz) dvs(z), (7.2)

whenever the limit exists, where f and g are holomorphic in Bn.

Theorem 7.5. Suppose α > 0, β > −1, and α + β > 0. If s = α + β − 1,
then (Bα,0)∗ = A1

β under the integral pairing 〈 , 〉s, where the equality holds with
equivalent norms.

Proof. If f ∈ Bα, then by Theorem 7.1 there exists a function h ∈ L∞(Bn) such
that

f(z) =
∫

Bn

h(w) dvβ(w)
(1 − 〈z, w〉)n+β+α

, z ∈ Bn.

Moreover, we can choose h so that ‖h‖∞ ≤ C‖f‖α, where C is a positive constant
independent of f . For g ∈ A1

β and 0 < r < 1 we write gr(z) = g(rz), z ∈ Bn. Then

〈f, gr〉s =
∫

Bn

h(w)gr(w) dvβ(w)

by Fubini’s theorem and the reproducing formula in Theorem 2.2. It follows that

|〈f, gr〉s| ≤ ‖h‖∞‖g‖β,1 ≤ C‖f‖α‖g‖β,1.

In particular, every function g ∈ A1
β induces a bounded linear functional on Bα,0 via

the integral pairing 〈 , 〉s.
To show that every bounded linear functional on Bα,0 arises from a function in

A1
β via the integral pairing 〈 , 〉s, we fix a sufficiently large positive parameter a and

consider the operator T defined by

Tf(z) =
ca+β

cβ
(1 − |z|2)a

∫
Bn

f(w) dvs(w)
(1 − 〈z, w〉)n+1+β+a

.

If f ∈ Bα, then by the previous paragraph, we have

|Tf(z)| ≤ C(1 − |z|2)a‖f‖α

∫
Bn

dvβ(w)
|1 − 〈z, w〉|n+1+β+a

.

An application of Theorem 1.12 then shows that Tf ∈ L∞(Bn), and T is actually a
bounded operator from Bα into L∞(Bn). On the other hand, using Fubini’s theorem
and the reproducing formula in Theorem 2.2, we can verify that
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Bn

Tf(w) dvβ(w)
(1 − 〈z, w〉)n+β+α

= f(z)

for all f ∈ Bα and z ∈ Bn. This implies that

‖f‖α ≤ C‖Tf‖∞,

where C is some positive constant independent of f . We conclude that T is an em-
bedding of Bα into L∞(Bn).

If f is a polynomial, then Tf is (1−|z|2)a times a polynomial, which is a function
in C0(Bn). Since C0(Bn) is closed in L∞(Bn), we see that T is an embedding of
Bα,0 into C0(Bn). Let X be the image of Bα,0 in C0(Bn) under the mapping T .
Then X is a closed subspace of C0(Bn).

Now if F is a bounded linear functional on Bα,0, then F ◦T−1 is a bounded linear
functional on X . Continuously extend F ◦ T−1 to the whole space C0(Bn) via the
Hahn-Banach extension theorem, and then apply the classical Riesz representation
theorem for C0(Bn). We obtain a finite complex Borel measure µ on Bn such that

F ◦ T−1(f) =
∫

Bn

f(z) dµ(z), f ∈ X,

or equivalently,

F (f) =
∫

Bn

Tf(z) dµ(z), f ∈ Bα,0.

If f is a polynomial (recall that the polynomials are dense in Bα,0), we use Fubini’s
theorem to rewrite the above integral as

F (f) =
∫

Bn

f(z)g(z)dvs(z),

where

g(z) =
ca+β

cβ

∫
Bn

(1 − |w|2)a dµ̄(w)
(1 − 〈z, w〉)n+1+β+a

.

By Fubini’s theorem and Theorem 1.12, we easily check that g ∈ A1
β . This completes

the proof of the theorem. ��
Theorem 7.6. Suppose α > 0, β > −1, 0 < p ≤ 1, and

s =
n + 1 + β

p
+ α − (n + 2).

If s > −1, then under the integral pairing 〈 , 〉s we have the duality

(Ap
β)∗ = Bα,

where the equality holds with equivalent norms.
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Proof. It is easy to see that 1 − α + s > −1. If g ∈ Bα, then by Theorem 7.1, there
exists a function h ∈ L∞(Bn) such that

g(z) =
∫

Bn

h(w) dv1−α+s(w)
(1 − 〈z, w〉)n+1+s

, z ∈ Bn,

and ‖h‖∞ ≤ C‖g‖α, where C is a positive constant independent of g. By Fubini’s
theorem,

〈f, g〉s =
∫

Bn

f(z)h(z)dv1−α+s(z)

= c1−α+s

∫
Bn

f(z)h(z)(1 − |z|2)n+1+β
p −(n+1) dv(z).

Combining this with Lemma 2.15, we see that g induces a bounded linear functional
on Ap

β under the integral pairing 〈 , 〉s.
Conversely, if F is a bounded linear functional on Ap

β and f ∈ Ap
β , then

fr(z) =
∫

Bn

fr(w) dvs(w)
(1 − 〈z, w〉)n+1+s

for 0 < r < 1, and it is easy to verify (using the homogeneous expansion of the
kernel function) that

F (fr) =
∫

Bn

fr(w)Fz

[
1

1 − 〈z, w〉)n+1+s

]
dvs(w).

Define a function g on Bn by

g(w) = Fz

[
1

(1 − 〈z, w〉)n+1+s

]
.

Then

F (fr) =
∫

Bn

f(rw)g(w) dvs(w) = 〈fr, g〉s.

It remains for us to show that g ∈ Bα.
We interchange differentiation and the application of F , which can be justified

by using the homogeneous expansion of the kernel function. The result is

Rg(w) = (n + 1 + s)Fz

[ 〈z, w〉
(1 − 〈z, w〉)n+2+s

]
.

Since F is bounded on Ap
β , we have

|Rg(w)| ≤ (n + 1 + s)‖F‖
[∫

Bn

dvβ(z)
|1 − 〈z, w〉|p(n+2+s)

]1/p

.
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An application of Theorem 1.12 then shows that

|Rg(w)| ≤ C‖F‖
(1 − |w|2)α

, w ∈ Bn.

This shows that g ∈ Bα and completes the proof of the theorem. ��
An atomic decomposition theorem similar to that for the Bloch space also holds

for the spaces Bα.

Theorem 7.7. Suppose α > 0 and

b > max(n, n + α − 1).

There exists a sequence {ak} in Bn such that Bα consists exactly of functions of the
form

f(z) =
∞∑

k=1

ck
(1 − |ak|2)b+1−α

(1 − 〈z, ak〉)b
,

where {ck} ∈ l∞.

Proof. The proof is similar to that of Theorem 3.23. We leave the details to the
interested reader. ��

A little oh version of this result also holds, with Bα replaced by Bα,0, and l∞

replaced by c0.

7.2 The Lipschitz Spaces Λα for 0 < α < 1

For 0 < α < 1 we define Λα to be the space of holomorphic functions f in Bn such
that

‖f‖α = sup
{ |f(z) − f(w)|

|z − w|α : z, w ∈ Bn, z 
= w

}
< ∞. (7.3)

The space Λα will be called the holomorphic Lipschitz space of order α. It is clear
that each space Λα contains the polynomials, and is contained in the ball algebra.

Proposition 7.8. For each α ∈ (0, 1) the holomorphic Lipschitz space Λα is a Ba-
nach space with the norm

‖f‖ = |f(0)| + ‖f‖α.

Proof. If {fk} is a Cauchy sequence in Λα, then {fk} is uniformly Cauchy in Bn,
so {fk} converges uniformly to some holomorphic function f in Bn.

Given any ε > 0, choose a positive integer N such that

|fk(0) − fl(0)| + ‖fk − fl‖α < ε
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for all l > N and k > N . Then

|(fl(z) − fk(z)) − (fl(w) − fk(w))| ≤ ε|z − w|α

for all z and w in Bn, and all l and k greater than N . Let l → ∞. We obtain

|(fk(z) − f(z)) − (fk(w) − f(w))| ≤ ε|z − w|α

for all k > N and all z and w in Bn. It follows that fk − f is in Λα and

lim
k→∞

‖fk − f‖α = 0.

Since fk(0) → f(0), we have fk → f in Λα, so the space Λα is complete. ��
The space Λα is not separable. We let Λα,0 denote the closure in Λα of the set of

polynomials. So Λα,0 is a separable Banach space by itself.
The space X of holomorphic functions f in Bn such that

sup
{ |f(z) − f(w)|

|z − w| : z, w ∈ Bn, z 
= w

}
< ∞,

and the separable subspace X0 of X generated by the polynomials, are fundamen-
tally different from the Lipschitz spaces Λα and Λα,0 when 0 < α < 1. In fact, a
moment of thought reveals that X consists of holomorphic functions whose complex
gradient is bounded; and X0 contains exactly the holomorphic functions whose first
order partial derivatives are continuous up to the boundary. In particular, the radial
differential operator

f(z) �→ f(0) +
n∑

k=1

zk
∂f

∂zk
(z)

maps the space X (respectively, X0) boundedly onto H∞ (respectively, the ball al-
gebra A). Because of this observation, we will not discuss the spaces X and X0 in
this chapter. The appropriate definition for the Lipschitz space Λ1 will be introduced
in the next section.

Theorem 7.9. Suppose 0 < α < 1, β > −1, and f is holomorphic in Bn. Then the
following conditions are equivalent:

(a) f is in Λα.
(b) f is in the ball algebra and its boundary values satisfy

sup
{ |f(ζ) − f(ξ)|

|ζ − ξ|α : ζ, ξ ∈ Sn, ζ 
= ξ

}
< ∞.

(c) (1 − |z|2)1−α|Rf(z)| is bounded in Bn.
(d) There exists a function g ∈ L∞(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β−α

for all z ∈ Bn.
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(e) (1 − |z|2)1−α|∇f(z)| is bounded in Bn.

Proof. The equivalence of (c), (d), and (e) follows from Theorem 7.1.
It is obvious that (a) implies (b).
Suppose f is in the ball algebra and its boundary function satisfies

|f(ζ1) − f(ζ2)| ≤ C|ζ1 − ζ2|α

for all ζ1 and ζ2 in Sn. In particular,

|f(ζeiθ) − f(ζeit)| ≤ C|eiθ − eit|α

for all ζ ∈ Sn and all real θ and t. Since

f(z) =
∫

Sn

f(ζ) dσ(ζ)
(1 − 〈z, ζ〉)n

, z ∈ Bn,

a calculation using (1.14) shows that

Rf(z) = n

∫
Sn

dσ(ζ)
1
2π

∫ 2π

0

〈z, ζ〉e−iθf(eiθζ)
(1 − 〈z, ζ〉e−iθ)n+1

dθ

for every z ∈ Bn. Fix z and ζ for the moment and denote the inner integral above by
J . Since the integral J is zero when f is constant, we can write

J =
1
2π

∫ 2π

0

〈z, ζ〉e−iθ(f(eiθζ) − f(eitζ))
(1 − 〈z, ζ〉e−iθ)n+1

dθ,

where 〈z, ζ〉 = reit with 0 ≤ r < 1 and t real. By the Lipschitz condition of f on
the boundary,

|J | ≤ r

2π

∫ 2π

0

|eiθ − eit|α
|1 − rei(t−θ)|n+1

dθ.

Since |1 − λ|
|1 − rλ| ≤

1 − r

|1 − rλ| +
|r − λ|
|1 − rλ| ≤ 2

for all r ∈ [0, 1) and all λ ∈ C with |λ| = 1,

|J | ≤ 2α

2π

∫ 2π

0

dθ

|1 − 〈z, ζ〉e−iθ|n+1−α
.

Therefore,

|Rf(z)| ≤ 2αn

2π

∫
Sn

dσ(ζ)
∫ 2π

0

dθ

|1 − 〈z, ζ〉e−iθ|n+1−α

= 2αn

∫
Sn

dσ(ζ)
|1 − 〈z, ζ〉|n+1−α

≤ C

(1 − |z|2)1−α
,
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where C is a positive constant whose existence follows from Theorem 1.12. This
shows that (b) implies (c).

To finish the proof, we assume that there is a positive constant C such that

(1 − |z|)1−α|∇f(z)| ≤ (1 − |z|2)1−α|∇f(z)| ≤ C

for all z ∈ Bn, and proceed to show that f ∈ Λα. Fix two points a and b in Bn such
that

0 < |a| ≤ |b| < 1;

the case a = 0 will then follow from an obvious limit argument. Let

a′ =
1 − δ

|a| a, b′ =
1 − δ

|b| b,

where δ = |a− b| ∈ [0, 2), so that 1− δ ∈ (−1, 1]. There are three cases to consider.
Case I. If δ ≤ 1 − |b|, then

|(∇f)(γ(t))| ≤ C(1 − |b|)α−1 ≤ Cδα−1

for all 0 ≤ t ≤ 1, where

γ(t) = ta + (1 − t)b, 0 ≤ t ≤ 1,

is the line segment from a to b. It follows that

|f(b) − f(a)| =
∣∣∣∣∫ 1

0

df(γ(t))
dt

dt

∣∣∣∣
=

∣∣∣∣∣
∫ 1

0

n∑
k=1

∂f

∂zk
(γ(t))γ′

k(t) dt

∣∣∣∣∣
≤
∫ 1

0

|∇f(γ(t))| |γ′(t)| dt

≤ Cδα−1

∫ 1

0

|γ′(t)| dt

= C|a − b|α.

Case II. If 1 − |b| < δ ≤ 1 − |a|, then |a − b′| ≤ |a − b| and

|f(a) − f(b)| ≤ |f(a) − f(b′)| + |f(b′) − f(b)|.
The first term on the right-hand side above is estimated as in Case I, while the second
term is estimated using the line segment

γ(t) = tb + (1 − t)b′, 0 ≤ t ≤ 1,

as follows:
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|f(b′) − f(b)| ≤
∫ 1

0

|∇f(γ(t))| |γ′(t)| dt

≤ C|b − b′|
∫ 1

0

(
1 − [|b|t + (1 − δ)(1 − t)]

)α−1
dt

= C

∫ |b|

1−δ

(1 − x)α−1 dx

< Cα−1|a − b|α.

Case III. If 1 − |a| < δ, then |a′ − b′| < |a − b| and

|f(a) − f(b)| ≤ |f(a) − f(a′)| + |f(a′) − f(b′)| + |f(b′) − f(b)|.

The first and third terms on the right-hand side above are estimated directly using
line segments as in Case II, while the second term is estimated as in Case I.

The proof of the theorem is now complete. ��
Note that in the proof that (b) implies (c) we only need to assume that for each

ζ ∈ Sn the slice function
fζ(z) = f(ζz)

satisfies the Lipschitz α-condition on the unit circle in C.
As a consequence of Theorem 7.9, we see that Λα = B1−α for any α ∈ (0, 1).

Theorem 7.10. Suppose 0 < α < 1, β > −1, and f is holomorphic in Bn. Then the
following conditions are equivalent:

(a) f ∈ Λα,0.
(b) The restriction of f on Sn can be approximated in the Lipschitz α-norm of Sn by

polynomials.
(c) (1 − |z|2)1−αRf(z) is in C0(Bn).
(d) There exists a function g ∈ C0(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β−α

for all z in Bn.
(e) (1 − |z|2)1−α|∇f(z)| is in C0(Bn).

Proof. The proof is similar to that of Theorem 7.9. We omit the details. ��
Note that Theorem 7.10 still holds if C0(Bn) is replaced by C(Bn).
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7.3 The Zygmund Class

In this section we introduce the appropriate limit case of Λα when α → 1−. Instead
of defining it to be the space of holomorphic functions f satisfying

sup
{ |f(z) − f(w)|

|z − w| : z, w ∈ Bn, z 
= w

}
< ∞,

we define Λ1 to be the space of holomorphic functions in Bn whose first order par-
tial derivatives are in the Bloch space. The space Λ1 so defined is also called the
Zygmund class.

Theorem 7.11. Let β > −1 and f be holomorphic in Bn. The following conditions
are equivalent:

(a) f ∈ Λ1, that is, ∂f/∂zk is in the Bloch space for each 1 ≤ k ≤ n.
(b) Rf is in the Bloch space.
(c) There exists g ∈ L∞(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+β

for all z ∈ Bn.

Proof. Since each coordinate function zk, 1 ≤ k ≤ n, is a pointwise multiplier of
the Bloch space B, it is clear that (a) implies (b).

If Rf is in the Bloch space, then so is f . By Theorem 3.4, there exists a function
g ∈ L∞(Bn) such that

f(z) +
Rf(z)
n + β

=
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β

(7.4)

for z ∈ Bn. Consider the fractional integral operator Rβ−1,1 from Section 1.4. It is
easy to check that

Rβ−1,1

(
f +

Rf

n + β

)
= f

for every holomorphic function f in Bn. Also recall from Proposition 1.14 that

Rβ−1,1

(
1

(1 − 〈z, w〉)n+1+β

)
=

1
(1 − 〈z, w〉)n+β

for every w ∈ Bn. If we apply the operator Rβ−1,1 to both sides of (7.4), the result
is

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+β

for z ∈ Bn. This shows that (b) implies (c).
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If f admits the integral representation in (c), then for each 1 ≤ k ≤ n we can
differentiate under the integral sign to get

∂f

∂zk
(z) =

∫
Bn

gk(w) dvβ(w)
(1 − 〈z, w〉)n+1+β

, z ∈ Bn,

where
gk(w) = (n + β)wkg(w)

is still bounded in Bn. By Theorem 3.4, each partial derivative ∂f/∂zk is in the Bloch
space. This shows that (c) implies (a), and the proof of the theorem is complete. ��

Define
‖f‖1 = |f(0)| + ‖Rf‖B (7.5)

for f ∈ Λ1. Then it is easy to see that Λ1 is a Banach space with this norm. We let
Λ1,0 denote the closure in Λ1 of the set of all polynomials.

Theorem 7.12. For β > −1 and f holomorphic in Bn the following conditions are
equivalent:

(a) f ∈ Λ1,0.
(b) Each ∂f/∂zk, 1 ≤ k ≤ n, is in the little Bloch space B0.
(c) Rf is in B0.
(d) There exists g ∈ C0(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+β

for all z ∈ Bn.
(e) There exists g ∈ C(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+β

for all z ∈ Bn.

Proof. The proof is similar to that of Theorem 7.11. We leave the details to the
interested reader. ��

7.4 The case α > 1

In this section we generalize the definition of holomorphic Lipschitz spaces Λα to the
case α > 1. Thus for α > 1 we define Λα to be the space of holomorphic functions f
in Bn whose k-th order partial derivatives all belong to Λα−k, where k is the positive
integer such that

k < α ≤ k + 1. (7.6)

The following theorem characterizes the membership of f in Λα, α > 1, in terms
of various derivatives of f . Notice that the conditions in (7.6) above and (7.7) below
are meant to be different; there is no misprint here.
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Theorem 7.13. Suppose α > 1 and k is the positive integer such that

k ≤ α < k + 1. (7.7)

Then the following conditions are equivalent for a holomorphic function f in Bn:

(a) The function f belongs to Λα.

(b) The function (1 − |z|2)k+1−αRk+1f(z) is bounded in Bn, where Rk+1 is the
(k + 1)th power of the radial differential operator R.

(c) The function (1 − |z|2)k+1−α∂mf/∂zm is bounded in Bn for each multi-index
m of nonnegative integers with |m| = k + 1.

Proof. If α is not an integer, then f ∈ Λα if and only if all k-th order partial deriva-
tives of f belong to Λα−k, which, in view of Theorem 7.9 and the identity

1 − (α − k) = k + 1 − α,

shows that conditions (a) and (c) are equivalent in this case.
If α is an integer, then α = k, and so f ∈ Λα if and only if all partial derivatives

of f of order k−1 belongs to Λ1. Since Λ1 consists of holomorphic functions whose
first order partial derivatives belong to the Bloch space, we see that conditions (a)
and (c) are also equivalent in this case. Thus (a) and (c) are equivalent.

It is easy to see that if condition (c) holds, then the functions

(1 − |z|2)k+1−α ∂mf

∂zm

are bounded for all m with |m| ≤ k +1. This observation, together with the fact that
Rk+1 is a linear differential operator of order k + 1 with polynomial coefficients,
shows that (c) implies (b).

Next assume that the function

g(z) = ck+1−α(1 − |z|2)k+1−αRk+1f(z)

is bounded in Bn. Then by Theorem 2.2,

Rk+1f(z) =
∫

Bn

g(w) dv(w)
(1 − 〈z, w〉)n+1+k+1−α

, z ∈ Bn.

From the identity ∫ 1

0

Rh(tz)
t

dt = h(z) − h(0), z ∈ Bn,

where h is any holomorphic function in Bn, we deduce that

f(z) − f(0) =
∫ 1

0

dt1
t1

· · ·
∫ 1

0

dtk+1

tk+1

∫
Bn

g(w) dv(w)
(1 − t1 · · · tk+1〈z, w〉)n+1+k+1−α
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for all z ∈ Bn. Now if m is any multi-index of nonnegative integers with |m| = k+1,
then differentiation under the integral signs shows that there exists a constant C > 0
such that∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣ ≤ C

∫ 1

0

dt1 · · ·
∫ 1

0

dtk+1

∫
Bn

(t1 · · · tk+1)k+1‖g‖∞ dv(w)
|1 − t1 · · · tk+1〈z, w〉|n+1+2(k+1)−α

for all z ∈ Bn. Applying Theorem 1.12, we obtain a constant C′ > 0 such that∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣ ≤ C′‖g‖∞

∫ 1

0

dt1 · · ·
∫ 1

0

(t1 · · · tk+1)k+1dtk+1

(1 − t1 · · · tk+1|z|)2(k+1)−α

for all z ∈ Bn. This iterated integral can be estimated elementarily, and we obtain
another constant C′′ > 0 such that∣∣∣∣∂mf

∂zm
(z)
∣∣∣∣ ≤ C′′

(1 − |z|)k+1−α
, z ∈ Bn.

This shows that (b) implies (c), and completes the proof of the theorem. ��
The integral representation for functions in Λα is slightly more complicated when

α is large.

Theorem 7.14. Suppose α > 1, β > −1, and n + β − α is not a negative integer.
Then a holomorphic function f in Bn belongs to Λα if and only if there exists a
function g ∈ L∞(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β−α

for all z ∈ Bn.

Proof. First assume that f admits the integral representation. Differentiating under
the integral sign and applying Theorem 1.12, we see that condition (c) in Theo-
rem 7.13 holds, so f ∈ Λα.

Next we assume that f ∈ Λα. Let k be the positive integer satisfying k < α ≤
k +1. By definition, all k-th order partial derivatives of f belong to Λα−k. It follows
that all partial derivatives of f of order less than or equal to k also belong to Λα−k.
Since Λα−k is invariant under multiplication by polynomials, and since the operator
Rβ−α,k is a k-th order linear differential operator with polynomial coefficients (see
Proposition 1.15), the function Rβ−α,kf belongs to Λα−k as well. By Theorems 7.9
and 7.11, there exists a function g ∈ L∞(Bn) such that

Rβ−α,kf(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β+k−α

, z ∈ Bn.

Apply Rβ−α,k and use Proposition 1.14. We obtain

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β−α

for all z ∈ Bn. ��
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It is easy to see that

‖f‖ = |f(0)| + sup{(1 − |z|2)k+1−α|Rk+1f(z)| : z ∈ Bn}
is a norm on Λα, where k is the positive integer satisfying k ≤ α < k + 1. Further-
more, Λα is a Banach space in this norm.

Let Λα,0 be the closure of the set of polynomials in Λα. It is easy to check that
Λα,0 consists of holomorphic functions in Bn whose k-th order partial derivatives all
belong to Λα−k,0, where k < α ≤ k + 1.

Theorem 7.15. Suppose α > 1, β > −1, and k is the positive integer such that
k ≤ α < k + 1. If n + β − α is not a negative integer, then the following conditions
are equivalent for a holomorphic function f in Bn:

(a) The function f belongs to Λα,0.

(b) The function (1 − |z|2)k+1−αRk+1f(z) is in C0(Bn).
(c) The function (1 − |z|2)k+1−α∂mf/∂zm is in C0(Bn) for every multi-index m

of nonnegative integers with |m| = k + 1.

(d) There exists a function g ∈ C0(Bn) such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β−α

for all z ∈ Bn.

Proof. The proof is similar to those of Theorems 7.13 and 7.14. We omit the details.
��

As usual, the space C0(Bn) in the above theorem can be replaced by the space
C(Bn).

7.5 A Unified Treatment

In this section we unify the treatment of Λα for all α > 0 and reveal the close rela-
tionship between Lipschitz spaces Λα and the Bloch space B. This will be done via
fractional differentiation and integration. As a consequence, we shall obtain atomic
decomposition for the Lipschitz spaces.

Theorem 7.16. Suppose α > 0, β > −1, and f is holomorphic in Bn. If n+β−α is
not a negative integer, then f ∈ Λα if and only if there exists a function g ∈ L∞(Bn)
such that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+β−α

, z ∈ Bn.

Similar characterizations hold for Λα,0 with L∞(Bn) replaced by C0(Bn) or C(Bn).
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Proof. This follows from Theorems 7.9, 7.11, and 7.14. ��
Theorem 7.17. Suppose t > α > 0. If s is a real parameter such that neither n + s
nor n + s + t is a negative integer, then a holomorphic function f in Bn belongs to
Λα if and only if the function

ϕ(z) = (1 − |z|2)t−αRs,tf(z)

is bounded in Bn.

Proof. Let β = s + α + N , where N is a sufficiently large positive integer.
If f ∈ Λα, then by Theorem 7.16, we can then find a function g ∈ L∞(Bn) such

that

f(z) =
∫

Bn

g(w) dvβ(w)
(1 − 〈z, w〉)n+1+s+N

, z ∈ Bn.

By Lemma 2.18, there exists a one-variable polynomial h such that

Rs,tf(z) =
∫

Bn

h(〈z, w〉)g(w) dvβ(w)
(1 − 〈z, w〉)n+1+s+N+t

.

Since
n + 1 + s + N + t = n + 1 + β + (t − α),

an application of Theorem 1.12 shows that the function ϕ is bounded in Bn.
On the other hand, if the function ϕ is bounded in Bn, then by the reproducing

formula in Theorem 2.2,

Rs,tf(z) =
cs+N+t

cβ

∫
Bn

ϕ(w) dvβ(w)
(1 − 〈z, w〉)n+1+s+N+t

.

Apply the operator Rs,t inside the integral sign and use Lemma 2.18. We obtain a
polynomial h(z, w) such that

f(z) =
∫

Bn

h(z, w)ϕ(w) dvβ(w)
(1 − 〈z, w〉)n+1+β−α

=
∑
m

pm(z)
∫

Bn

wm ϕ(w) dvβ(w)
(1 − 〈z, w〉)n+1+β−α

,

where the summation is over a finite number of terms and each pm(z) is a polynomial
of z. By Theorem 7.16, each integral in the above sum defines a function in Λα. Since
Λα is closed under multiplication by polynomials, we see that f is in Λα. ��

We state the little oh version of the preceding theorem without proof.

Theorem 7.18. Suppose t > α > 0. If s is a real parameter such that neither n + s
nor n + s + t is a negative integer, then a holomorphic function f in Bn belongs to
Λα,0 if and only if the function

h(z) = (1 − |z|2)t−αRs,tf(z)

belongs to C0(Bn).
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As usual, the space C0(Bn) here can be replaced by the space C(Bn).
The next result shows that all the Lipschitz spaces Λα are isomorphic to the Bloch

space as Banach spaces.

Theorem 7.19. Suppose α > 0 and s is a real parameter such that neither n + s
nor n + s + α is a negative integer. Then the fractional differential operator Rs,α

maps the Lipschitz space Λα onto the Bloch space B. Equivalently, a holomorphic
function f in Bn belongs to Λα if and only if Rs,αf belongs to B.

Proof. Let t be a positive number large enough so that t > α and n + s − t + α is
not a negative integer. Then the operators

Rs−t+α,t, Rs−t+α,t−α, Rs,α,

are all well defined. By Theorem 7.17, the assumption f ∈ Λα is equivalent to the
condition that the function

(1 − |z|2)t−αRs−t+α,tf(z)

is bounded in Bn. Since

Rs−t+α,t = Rs−t+α,t−αRs,α,

we conclude that f ∈ Λα if and only if the function

(1 − |z|2)t−αRs−t+α,t−αRs,αf(z)

is bounded in Bn, which, according to Theorem 3.5, is equivalent to Rs,αf ∈ B. ��
Once again, we state the little oh version of the above theorem without proof.

Theorem 7.20. Suppose α > 0 and s is a real parameter such that neither n+ s nor
n + s + α is a negative integer. Then the fractional differential operator Rs,α maps
the space Λα,0 onto the little Bloch space B0. Equivalently, a holomorphic function
f in Bn belongs to Λα,0 if and only if Rs,αf belongs to B0.

We now obtain an atomic decomposition for functions in Λα.

Theorem 7.21. Suppose α > 0, b > n, and b−α− 1 is not a negative integer. Then
there exists a sequence {ak} in Bn such that Λα consists exactly of functions of the
form

f(z) =
∞∑

k=1

ck
(1 − |ak|2)b

(1 − 〈z, ak〉)b−α
, (7.8)

where {ck} ∈ l∞. A similar representation holds for Λα,0 with l∞ replaced by c0.

Proof. Write b − α = n + 1 + s. The assumptions on b imply that neither n + s
nor n + s + α is a negative integer, so that the operator Rs,α is well defined. Now a
holomorphic function f in Bn admits a representation as in (7.8) if and only if

Rs,αf(z) =
∞∑

k=1

ck
(1 − |ak|2)b

(1 − 〈z, ak〉)n+1+s+α
=

∞∑
k=1

ck
(1 − |ak|2)b

(1 − 〈z, ak〉)b
,

which, according to Theorem 3.23, is equivalent to Rs,αf ∈ B. This combined with
Theorem 7.19 completes the proof. ��
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7.6 Growth in Tangential Directions

For a holomorphic function f in Bn and a complex direction u (a unit vector in Cn)
we define the (complex) directional derivative

∂f

∂u
(z) = lim

λ→0

f(z + λu) − f(z)
λ

, (7.9)

where λ ∈ C and z ∈ Bn. A simple application of the chain rule gives

∂f

∂u
(z) = u1

∂f

∂z1
(z) + · · · + un

∂f

∂zn
(z), (7.10)

where u = (u1, · · · , un).
By the Cauchy-Schwarz inequality for vectors in Cn, the maximum modulus of

all directional derivatives of f at z is given by

|∇f(z)| =

(∣∣∣∣ ∂f

∂z1
(z)
∣∣∣∣2 + · · · +

∣∣∣∣ ∂f

∂zn
(z)
∣∣∣∣2
)1/2

. (7.11)

So the quantity |∇f(z)| is called the full complex gradient of f at z, or simply the
gradient of f at z.

More generally, if X is any subspace of C
n, we define |∇Xf(z)| to be the max-

imum modulus of all the directional derivatives of f at z in directions u ∈ X . Two
special situations will be considered.

First, if z 
= 0, we consider the case X = [z], the one-dimensional subspace of
Cn generated by z. There is only one (complex) direction in X and the correponding
directional derivative is

1
|z|
(

z1
∂f

∂z1
(z) + · · · + zn

∂f

∂zn

)
=

Rf(z)
|z| .

Secondly, if z 
= 0, we consider the case where X = Cn 
 [z], the subspace of
Cn that is orthogonal to z. Directions determined by vectors in X are usually called
tangential directions at z and the gradient corresponding to this (n− 1)-dimensional
subspace is denoted by |∇T f(z)| and will be called the tangential gradient of f at z.
Thus

|∇T f(z)| = max
{∣∣∣∣∂f

∂u
(z)
∣∣∣∣ : u ⊥ z

}
. (7.12)

The following result exhibits the relationship among the radial derivative, the
tangential gradient, and the invariant gradient of a holomorphic function in Bn.

Theorem 7.22. If n > 1 and z ∈ Bn − {0}, then

|∇̃f(z)| ≤ (1 − |z|2)|Rf(z)|
|z| + (1 − |z|2)1/2|∇T f(z)| ≤ 2|∇̃f(z)|

for all f holomorphic in Bn.
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Proof. Set w = z in the definition of Qf (z) (see Section 3.1) and recall from Propo-
sition 1.18 that z is an eigenvector of the Bergman matrix B(z) corresponding to the
eigenvalue (1 − |z|2)−2. We obtain

|∇̃f(z)| = Qf(z) ≥ (1 − |z|2)|Rf(z)|
|z| .

Similarly, by restricting w ∈ [z]⊥ in the definition of Qf (z) and using the fact that
such a w is an eigenvector of B(z) corresponding to the eigenvalue (1−|z|2)−1 (see
Proposition 1.18 again), we obtain

Qf (z) ≥ (1 − |z|2)1/2|∇T f(z)|.
It follows that

(1 − |z|2)|Rf(z)|
|z| + (1 − |z|2)1/2|∇T f(z)| ≤ 2|∇̃f(z)|.

On the other hand, for any nonzero vector w ∈ Cn, we can write

w = u + v, u ∈ [z], v ∈ [z]⊥.

By part (e) of Proposition 1.18, we have

〈B(z)w, w〉 = (1 − |z|2)−2|u|2 + (1 − |z|2)−1|v|2.
It follows that

|〈∇f(z), w〉|√〈B(z)w, w〉 ≤ |〈∇f(z), u〉| + |〈∇f(z), v〉|√
(1 − |z|2)−2|u|2 + (1 − |z|2)−1|v|2

≤ |〈∇f(z), u〉|√
(1 − |z|2)−2|u|2 +

|〈∇f(z), v〉|√
(1 − |z|2)−1|v|2

= (1 − |z|2)
∣∣∣∣〈∇f(z),

u

|u|
〉∣∣∣∣+ (1 − |z|2) 1

2

∣∣∣∣〈∇f(z),
v

|v|
〉∣∣∣∣ .

Since

(1 − |z|2)
∣∣∣∣〈∇f(z),

u

|u|
〉∣∣∣∣ = (1 − |z|2)|Rf(z)|

|z| ,

and

(1 − |z|2) 1
2

∣∣∣∣〈∇f(z),
v

|v|
〉∣∣∣∣ ≤ (1 − |z|2) 1

2 |∇T f(z)|,

taking the supremum over all nonzero vectors w ∈ Cn gives

Qf(z) ≤ 1
|z|(1 − |z|2)|Rf(z)| + (1 − |z|2)1/2|∇T f(z)|.

This completes the proof of the theorem. ��
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We now consider the smoothness of a function f ∈ Λα, 0 < α < 1, in tangential
directions. First recall that the radial derivative of a function f ∈ Λα can grow at
most at the rate of (1−|z|2)α−1 as |z| → 1−; see Theorem 7.9. The following result
demonstrates the maximum growth rate for the tangential and invariant gradients of
f ∈ Λα.

Theorem 7.23. Suppose n > 1 and f ∈ Λα.

(a) If 0 < α < 1
2 , then there exists a constant C > 0 such that

(1 − |z|2)−α|∇̃f(z)| ≤ C, (1 − |z|2) 1
2−α|∇T f(z)| ≤ C,

for all z in Bn.
(b) If α = 1

2 , then there exists a constant C > 0 such that

(1 − |z|2)− 1
2 |∇̃f(z)| ≤ C log

2
1 − |z|2 , |∇T f(z)| ≤ C log

2
1 − |z|2 ,

for all z ∈ Bn.
(c) If 1

2 < α < 1, then there exists a constant C > 0 such that

(1 − |z|2)− 1
2 |∇̃f(z)| ≤ C, |∇T f(z)| ≤ C,

for all z ∈ Bn.

Proof. Since Λα = B1−α for 0 < α < 1, the estimates for |∇̃f(z)| follow from
Theorem 7.2. The estimates for |∇T f(z)| then follow from the corresponding ones
for |∇̃f(z)| and the inequality

|∇T f(z)| ≤ (1 − |z|2)−1/2|∇̃f(z)|,

which can be found in the proof of Theorem 7.22. ��
We are going to consider smooth curves γ : [a, b] → Sn. Such a curve γ will be

called a complex tangential curve if γ′(t) is bounded on [a, b] and 〈γ(t), γ′(t)〉 = 0
for every t ∈ [a, b].

A smooth function h : [a, b] → C is Lipschitz of order α, where 0 < α < 1, if
there exists a constant C > 0 such that

|h(s) − h(t)| ≤ C|s − t|α (7.13)

for all s and t in [a, b]. In this case, we also write h ∈ Λα.

Theorem 7.24. Suppose 0 < α < 1
2 and f is holomorphic in Bn. If f ∈ Λα and

γ : [a, b] → Sn is a complex tangential curve, then the function g = f◦γ : [a, b] → C

is Lipschitz of order 2α.
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Proof. For 0 < r < 1 let

gr(t) = fr(γ(t)) = f(rγ(t)), t ∈ [a, b].

By the chain rule,

g′r(t) = r

n∑
k=1

∂f

∂zk
(rγ(t))γ′

k(t),

where
γ(t) = (γ1(t), · · · , γn(t)).

By the definition of complex directional derivatives,

g′r(t) = r|γ′(t)|∂f

∂v
(rγ(t)),

where v = γ′(t)/|γ′(t)| is a tangential direction. Applying Theorem 7.23, we obtain
a constant C > 0 (depending on f , but independent of t and r) such that

|g′r(t)| ≤ C|γ′(t)|(1 − r2)α− 1
2

for all t ∈ [a, b] and 0 < r < 1. Since γ′(t) is bounded, we find a constant C′ > 0
(depending on f and γ) such that

|g′r(t)| ≤ C′(1 − r2)α− 1
2

for all t ∈ [a, b] and 0 < r < 1. It follows easily that

|gr(t1) − gr(t2)| ≤ C′|t1 − t2|(1 − r2)α− 1
2

for all t1 and t2 in [a, b] and all 0 < r < 1.
Let r = 1 − |t1 − t2|2, where we assume that |t1 − t2| < 1. Then

|gr(t1) − gr(t2)| ≤ C′|t1 − t2|2α.

On the other hand, under the same assumptions on t1, t2, and r, we have

|g(tk) − gr(tk)| = |f(γ(tk)) − f(rγ(tk))| ≤ C′′|γ(tk) − rγ(tk)|α

= C′′(1 − r)α = C′′|t1 − t2|2α,

where k = 1, 2, and C′′ is a positive constant dependent on f only. An application
of the triangle inequality now gives

|g(t1) − g(t2)| ≤ C′′′|t1 − t2|2α

for all t1 and t2 in [a, b] with |t1−t2| < 1, where C′′′ is a positive constant dependent
on g, but not on t1 and t2. This clearly shows that g ∈ Λ2α. ��
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7.7 Duality

In Chapter 4 we realized the dual of Hp, 0 < p < 1, as the Bloch space using an
integral pairing that involves certain weighted volume measures on the ball. In this
section we show that the dual space of Hp, when 0 < p < 1, can also be identified
with the Lipschitz space Λα for some α > 0, using the more natural H2 integral
pairing with the surface measure on Sn.

Theorem 7.25. Suppose 0 < p < 1 and α = n(p−1 − 1). Then the dual space of
Hp can be identified with Λα under the integral pairing

〈f, g〉 = lim
r→1−

∫
Sn

frg dσ, f ∈ Hp, g ∈ Λα.

In particular, the above limit always exists.

Proof. Let β = (n/p)− (n + 1). Then a computation using Lemma 1.11 shows that∫
Sn

f(ζ)g(ζ) dσ(ζ) =
∫

Bn

f(z)R−1,αg(z)dvβ(z),

where f and g are bounded holomorphic functions in Bn. The desired result then
follows from Theorems 4.51 and 7.19. ��

Another type of duality theorems can be proved for Λα using weighted volume
integral pairings. For example, if 0 < α < 1, then Λα = B1−α, so Theorems 7.5 and
7.6 can be restated for Lipschitz spaces. Next we show that this can actually be done
for Λα for any α > 0.

Theorem 7.26. Suppose α > 0, β > −1, and s = β −α. If s > −1, then (Λα,0)∗ =
A1

β (with equivalent norms) under the integral pairing

〈f, g〉s = lim
r→1−

∫
Bn

f(rz)g(rz) dvs(z).

Proof. Let t be any real parameter such that the fractional differential operator Rt,α

is a bounded invertible operator from Λα,0 onto B0; see Theorem 7.20. Then F is
a bounded linear functional on Λα,0 if and only if F ◦ Rt,α is a bounded linear
functional on B0. Combining this with Theorem 3.16, we see that F ∈ (Λα,0)∗ if
and only if there exists a function g ∈ A1

s such that

F ◦ Rt,α(f) = 〈f, g〉s, f ∈ B0.

It follows that
F (f) = 〈Rt,αf, g〉s, f ∈ Λα,0.

It is easy to see from the Taylor series representation of 〈 , 〉s that
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〈Rt,αf, g〉s = 〈f, Rt,αg〉s.
Thus F ∈ (Λα,0)∗ if and only if there exists g ∈ A1

s such that

F (f) = 〈f, Rt,αg〉s, f ∈ Λα,0.

Let h = Rt,αg. Then by Theorem 2.19, g ∈ A1
s if and only if h ∈ A1

β , and

F (f) = 〈f, h〉s, f ∈ Λα,0.

This completes the proof of the theorem. ��
Theorem 7.27. Suppose α > 0, β > −1, 0 < p ≤ 1, and

s =
n + 1 + β

p
− (n + 1 + α).

If s > −1, then (Ap
β)∗ = Λα under the integral pairing 〈 , 〉s, where the equality

holds with equivalent norms.

Proof. If α and β satisfy β−pα > −1, which is true when p = 1, then we can argue
as follows. F ∈ (Ap

β)∗ if and only if F ◦ Rt,α ∈ (Ap
β−pα)∗, because Theorem 2.19

tells us that Rt,α is a bounded invertible operator from Ap
β−pα onto Ap

β . It follows
from this and Theorem 3.17 that F ∈ (Ap

β)∗ if and only if there exists a function
g ∈ B such that

F ◦ Rt,α(f) = 〈f, g〉s, f ∈ Ap
β−pα,

where

s =
n + 1 + β − pα

p
− (n + 1) =

n + 1 + β

p
− (n + 1 + α).

Equivalently, for f ∈ Ap
β , we have

F (f) = 〈Rt,αf, g〉s = 〈f, Rt,αg〉s = 〈f, h〉s,
where h = Rt,αg belongs to Λα; see Theorem 7.19.

Also note that the case 0 < α < 1 follows from Theorem 7.6. In the more general
case, we argue directly using the integral representations of Λα.

First assume that f ∈ Ap
β and g ∈ Λα. By Theorem 7.16, there exists a function

h ∈ L∞(Bn) such that

g(z) =
∫

Bn

h(w) dvα+s(w)
(1 − 〈z, w〉)n+1+s

.

By Fubini’s theorem and the reproducing formula in Theorem 2.2,

〈fr, g〉s =
∫

Bn

h(w) dvα+s(w)
∫

Bn

fr(z) dvs(z)
(1 − 〈w, z〉)n+1+s

=
∫

Bn

fr(w)h(w) dvα+s(w).
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Let r → 1 and use Lemma 2.15. We find a constant C > 0 such that

|〈f, g〉s| ≤ C‖h‖∞‖f‖β,p.

This shows that every function g ∈ Λα induces a bounded linear functional on Ap
β

via the integral pairing 〈 , 〉s.
Conversely, if F ∈ (Ap

β)∗, and if f ∈ Ap
β , then we deduce from the reproducing

formula

fr(z) =
∫

Bn

fr(w) dvs(w)
(1 − 〈z, w〉)n+1+s

that

F (fr) =
∫

Bn

f(w)Fz

[
1

(1 − 〈z, w〉)n+1+s

]
dvs(w),

where 0 < r < 1. Define a holomorphic function g in Bn by

g(w) = Fz

[
1

(1 − 〈z, w〉)n+1+s

]
.

Then
F (fr) = 〈fr, g〉s,

and it follows from the homogeneous expansion of the kernel function that

Rs,αg(w) = Fz

[
1

(1 − 〈z, w〉)n+1+s+α

]
.

Similarly,

RRs,αg(w) = (n + 1 + s + α)Fz

[ 〈z, w〉
(1 − 〈z, w〉)n+2+s+α

]
.

By the boundedness of F on Ap
β and Theorem 1.12, we can find a constant C > 0

such that

|RRs,αg(w)| ≤ (n + 1 + s + α)‖F‖
[∫

Bn

dvβ(z)
|1 − 〈z, w〉|p(n+2+s+α)

] 1
p

≤ C‖F‖
1 − |w|2 .

This shows that Rs,αg ∈ B, and hence g ∈ Λα by Theorem 7.16. The proof of the
theorem is complete. ��

Notes

This chapter advocates the approach to Lispchitz spaces using Bergman-type kernels.
In fact, for any α > 0 the Lipschitz space Λα is simply the image of the Bloch space
under a fractional integral operator of order α. This identification shows that the
Lipschitz spaces are to the Bloch space just the same as the Besov spaces are to
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the Bergman spaces. In particular, atomic decomposition and duality using volume-
integral pairings follow immediately from the corresponding results for the Bloch
space.

The Lipschitz spaces play a special role in duality issues, namely, the dual space
of Hp, 0 < p < 1, can be identified with a Lipschitz space under the more natural
integral pairing on the unit sphere. This was first done in [34] for the unit disk and in
[133] for the unit ball.

Sections 7.2 and 7.6 are basically from [94]. For α ≥ 1, the Lipschitz spaces Λα

can also be characterized by higher order differences, but we chose to omit this result
because it seems to be more real variable in nature.

Exercises

7.1. Prove the theorems of this chapter whose proofs were left out.

7.2. Formulate and prove an atomic decomposition for Bα,0 and Λα,0.

7.3. For n = 1 characterize lacunary series in Λα in terms of the coefficients.

7.4. Find a suitable integral pairing under which the dual space of Λα,0 can be iden-
tified with B1. Similarly, find an integral pairing under which the dual space of Bp,
0 < p ≤ 1, can be identified with Λα.

7.5. Suppose α > 0 and
f(z) =

∑
m

amzm

is holomorphic in Bn. Show that f ∈ Λα if and only if the function

g(z) =
∑
m

|m|αzm

is in the Bloch space.

7.6. Show that every polynomial is a pointwise multiplier of Λα, where α > 0.

7.7. Suppose α > 1 and f is holomorphic in Bn. Show that f ∈ Bα if and only if
the function (1 − |z|2)α−1|f(z)| is bounded in Bn.

7.8. Suppose α > 0 and f is holomorphic in Bn. If the functions

(1 − |z|2)α ∂mf

∂zm
(z)

are bounded for each multi-index m with |m| = k, where k is a positive integer.
Then the functions

(1 − |z|2)α ∂mf

∂zm
(z)

are bounded for for each multi-index m with |m| ≤ k.
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7.9. Suppose α > 0 and f ∈ Λα. If f(0) = 0, show that there exist functions
fk ∈ Λα, 1 ≤ k ≤ n, such that

f(z) =
n∑

k=1

zkfk(z)

for z ∈ Bn.

7.10. Show that the condition α > 1
2 in part (a) of Theorem 7.2 is necessary.

7.11. Suppose 0 < α < 1
2 and f is holomorphic in Bn. Show that f ∈ Λα if and

only if the function
h(z) = (1 − |z|2)−α|∇̃f(z)|

is bounded in Bn, and f ∈ Λα,0 if and only if h is in C0(Bn) if and only if h is in
C(Bn).

7.12. Suppose α > 1, t > 0, and s is a real parameter such that the fractional differ-
ential operator Rs,t is well defined. Then a holomorphic function f in Bn belongs to
Bα if and only if the function

h(z) = (1 − |z|2)α+t−1Rs,tf(z)

is bounded in Bn, and f ∈ Bα,0 if and only if h is in C0(Bn) if and only if h is in
C(Bn).

7.13. Suppose α > 1 and s is a real parameter such that Rs,α−1 is well defined.
Show that a holomorphic function f in Bn belongs to the Bloch space B if and only
if Rs,α−1f belongs to Bα. The little oh version of this result also holds.

7.14. Formulate and prove the little oh versions of Theorems 7.16.

7.15. Suppose f is holomorphic in Bn. Then the following conditions are equivalent:

(a) f ∈ Λ1.
(b) There exists a constant C > 0 such that

|f(z + h) + f(z − h) − 2f(z)| ≤ C|h|
holds whenever z ∈ Bn and z ± h ∈ Bn.

(c) f is in the ball algebra and there exists a constant C > 0 such that

|f(ζ + h) + f(ζ − h) − 2f(ζ)| ≤ C|h|
for all ζ ∈ Sn and ζ ± h ∈ Sn.

7.16. Suppose n > 1, 1
2 < α < 1, and f ∈ Λα. If γ : [a, b] → Bn is a complex

tangential curve, then the derivative of the function f ◦ γ : [a, b] → C is Lipschitz of
order 2α − 1. See [94].
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7.17. Suppose n > 1, f ∈ Λ 1
2

, and γ : [a, b] → Bn is a complex tangential curve.
Then the function

h(t) = f ◦ γ(t), t ∈ [a, b],

satisfies
|h(t + h) + h(t − h) − 2h(t)| ≤ Ch

for some constant C > 0 and all t ∈ (a, b) and h > 0 with t ± h ∈ [a, b]. See [94].

7.18. For α > 0 define an operator Tα by

Tαf(z) = (1 − |z|2)n+1

∫
Bn

f(w)
(1 − 〈z, w〉)2(n+1)

(1 − |w|2)α−1 dv(w).

Show that Tα is an emedding of Bα into L∞(Bn), and that Tα maps Bα,0 into
C0(Bn).

7.19. For any α > 0 define a function

dα : Bn × Bn → [0,∞)

by
dα(z, w) = sup{|f(z)− f(w)| : ‖f‖α ≤ 1},

where ‖ ‖α is the norm in Bα. Show that dα is a distance in Bn and that

lim
w→z

dα(z, w)
|z − w| = sup{|∇f(z)| : ‖f‖α ≤ 1}

for every z ∈ Bn. See [132] and [134].

7.20. With notation from the previous exercise, show that a holomorphic function f
in Bn belongs to Bα if and only if there exists a positive constant C = Cf such that

|f(z) − f(w)| ≤ Cdα(z, w)

for all z and w in Bn. See [132] and [134].

7.21. Show that each space Bα is isomorphic to B via an appropriate fractional dif-
ferential (or integral) operator.

7.22. Suppose a is any real parameter such that the operator Ra,1 is well defined.
Show that a holomorphic function f in Bn belongs to Bα if and only if the function

(1 − |z|2)αRa,1f(z)

is bounded in Bn. A little oh version of this result also holds.
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